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[57] ABSTRACT

This invention provides mechanisms that detect the
" large dynamic range of radiant intensities in the natural
environment, that use novel strategies to calculate an
approximation of visual properties of objects, and that
represent a scene with an image having a specific dy-
namic range that is optimal for display media such as
photography, television and printing.
Photographs and other images are made according to
the foregoing mechanisms from lightness fields pro-
duced from multiple comparisons between information
associated with a different segmental areas of an image
field. Different comparisons involve different groups of
segmental areas, and different groupings have at least
one spatial parameter different from other groupings of
areas. Comparisons advantageously are made in succes-
sion with an ordered sequence of the spatial parameter
and employing results of prior comparisons.

86 Claims, 21 Drawing Figures
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METHOD AND APPARATUS FOR LIGHTNESS
IMAGING

BACKGROUND OF THE INVENTION

This invention relates to the art of creating and of
processing images. It provides a method and apparatus
for computing or processing visually perceptible images
in terms of a lightness field. A lightness field is herein
defined as the output of a process that uses radiances
falling on a light-detector from an original image to
produce a new set of values that correspond to the
sensations of hghtness produced by the human visual
system. -

Vision science begins with the basic properties of
light, for which there are clearly established quantita-
tive concepts tied to physical measures. For example,
the radiance from a given region denotes flux of radiant
energy per unit projected area per unit solid angle.
Reflectance of a surface denotes the fraction of incident
radiant energy (of a specified wavelength distribution)
reflected by the surface.

Less consensus has developed in characterizing
human reaction to light, and it is not surprising that a
term such as lightness, which generally refers to a sensa-
tion, has at different times been assigned different mean-
ings. Thus, in Webster’s New International Dictionary,
Second Edition, lightness was defined as the “state or
quality of illumination, or degree of illumination,” i.e., a
physical measure. In Webster’s New International Dic-
tionary, Third Edition, lightness in addition denotes a
sensation, namely, “the attribute of object colors by
which the object appears to reflect or transmit more or
less of the incident ]ight and which varies for surface

colors from black as a minimum to whlte as a maximum. -

123

The later definition recognizes the importance of
appearance, i.e. the sensation. Sensation is important
because the lightness of an object is not necessarily
related to the physical quantity of light from the object,
either in radiometric or photometric terms. An object
will hold its position on a lightness scale despite large
changes in its intensity. Much of the difficulty in termi-
nology thus arises because visual sensations characteriz-
ing a specific region cannot be directly related to any
physical measure of light from that region alone.

The term lightness as used in connection with these
teachings will have a primary meaning of a visual sensa-
tion as produced by biological systems such as human
vision. These lightness sensations are produced by a
biological system that takes the radiance at each point in
the field of view and yields a lightness value for each
point in the field of view. In particular, lightness de-
notes a visual sensation which ranges from dark to light
and which characterizes image regions in specific con-
ditions. One of the more interesting properties of human
vision is that the cerebro-retinal lightness signal pro-
cessing system is such that the lightness sensed at any
point does not have a simple functional relationship to
the radiance at that point. Lightness thus does not de-

pend on the physical properties of single points or ob--

jects in the field; lightness instead depends on relation-
ships between physical properties of all the points or
objects across the field of view. Lightness does not
result from pomt by-point processing; hghtness resu]ts
from processing the entire field.

Lightness can be quantified by employing a techmque
of visual comparisons. First, one establishes-a standard
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display that includes reference areas covering the range
from minimum to maximum reflectance in controlled
illumination and surround. One then presents an ob-
server with another area in any viewing condition and
asks the observer to select the best visual match of that
area to a reference area of the standard display. Finally,
one takes the reflectance of the chosen reference area
and typically applies a monotonic scaling function so
that equal increments in the resulting lightness numbers
are assigned to equal changes in sensation. Such ap-
proach emphasizes the fact that although lightness is a
sensation produced by a human or other biological
system, it is a quantifiable entity. The correspondence in
reports from large numbers of observers in numerous
experiments of this type shows that these sensations are
generated by a repeatable set of physical relationships.
Since lightness depends on the entire image, a physical

* definition of lightness must incorporate a process which
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utilizes the entire field of view.

The teaching herein describes signal processing sys-
tems which generate quantities that correspond to light-
ness. The quantities, however, are generated by ma-
chine signal processing systems rather than biological
systems. For clarity we define a separate term to de-
scribed these machine-generated quantities that corre-
spond to lightness. We have chosen the term “lightness
field” as the name of the output of the machine for the
selected field of view. The choice emphasizes the fact
that a lightness field is derived from signal processing
operations which involve the field of view. This charac-
teristic of lightness field computation distinguishes it
from other signal processing strategies that involve
either single points or local areas of the image.

Human vision is remarkable for its ability to generate
sensations that correspond to the physical properties of
objects in the field of view regardless of the radiant
intensity and of the wavelength distribution of the light
falling on the retina. The wavelength-intensity distribu-
tion of the light from an object falling on a light detec-
tor such as a photosensitive element is a function of two
independent variables: the illumination at the object and
the ability of the object to reflect or transmit light.
However, the radiance measurements for any single
picture element, i.e. pixel, are not subject to an analysis
which identifies the independent contributions of illumi-
nation and of object properties.

This invention, on the other hand, uses the entire ﬁeld
of view to calculate visual properties of objects substan-
tially independently of the properties of the illuminant.
Using the entire field of view is considered essential to
a solution of the problem that cannot presently be
solved by processing information at individual pixels
independently of that at other pixels.

It is difficult for a photograph or like image to accom-
modate variabilities of lighting conditions, even when
care is taken to center the limited dynamic range of the
image medium on the dynamic range of the light being
recorded. Consider the light reflected from a collection
of different colored and textured objects, ranging from
the brightest white to the darkest black, when special
effort is taken to illuminate the collection so that the
same intensity of light of the same spectral composition
falls on each point in the field of view. The dynamic
range of the light reflected from this collection of uni-
formly-illuminated objects is significantly less than a
range of 100-to-1. The brightest white objects may
reflect roughly only 92% of the light falling on them,
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whereas the darkest black velvet objects may reflect
roughly at least 3% of the light falling on them. The
light reflected from objects having matte surface falls
between these extreme values for bright white and for
black velvet.

These physical properties of objects Ilmnt reflective
reproduction media, such a photographic prints and
printing, to a like dynamic range, i.e. to a range signifi-
cantly less than 100-to-1.

However, the dynamic range of intensities from real
life, i.e. from natural images, is far larger than that in
this special uniformly-illuminated experiment. Natural
scenes include sizable variations in the dynamic range of
the illumination. First, natural illumination varies both
in overall total intensity and in local regions because
some objects are shaded by others. Second, the spectral
composition of the incident light may vary dramatically
from skylight to sunlight to tungsten light to fluorescent
light. As noted, human vision is remarkable in that it
generates image sensations which are nearly indifferent
to this extreme variability of lighting conditions. These
same variations in illumination, however, produce
marked and usually detrimental results in conventional
image-reproducing systems, whether photographic,
television or printing.

The present invention endeavors to resolve these
imaging problems. More particularly, this invention
provides mechanisms that detect the large dynamic
range of light intensities, that use a novel strategy to
calculate approximations of visual properties of the
objects in the field of view, and that represent the entire
image in a limited dynamic range that is optimal for
media such as photography, television and printing. A
significant feature of the invention accordingly is the
calculation of lightness fields that portray large dyan-
mic ranges of the original scene in terms of limited
dynamic ranges defined by the range of intensities avail-
able in various media.

Various photographic defects result from attempting
to photograph the natural environment “as is”. Ordinar-
ily the photographer consciously tries to avoid or mini-
mize these defects by the practice of his art. He mea-
sures the light coming from the objects in the scene and
adjusts the time and the aperture settings so that the
exposure will fall on the desired portion of the limited
dynamic range of the film. He artificially illuminates all
or part of the scene to compensate for non-uniformities
in illumination across the scene. He uses color-correct-
ing filters to match the spectral properties of the scene
to the spectral sensitivity of the film. The photographer
makes these corrections in part by estimating the physi-
cal properties of the illumination, perhaps with the aid
of a light meter. A television cameraman and his crew
follow similar procedures. Further, present-day auto-
matic cameras determine the lens aperture and the shut-
ter time settings, but they do not do all that is necessary
to correct the range of lighting problems found in a
natural environment.

The power of the concepts set forth herein can be
illustrated by the following practical experiments dem-
onstrating advantages realized and realizable in one
practice of this invention. The description is of six ex-
periments that emphasize typical common handicaps
presently encountered in photographing complex im-
ages. Typical photographic defects result from the mis-
match between the dynamic color range of an orginal
scene and the limited color and intensity responses of
photographic materials. For the following experiments,
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4

a complex original scene is provided in the form of a
recorded and displayed television.image. This image is
in full color and portrays a wide range of hues occur-
ring in varying densities, for example, 2 woman in a
colorful costume against a bright multicolored floral
background.

In each experiment a control image is described
which represents the response to each original scene of
a conventional photographic system that does not em-
ploy this invention. The first such control image dem-
onstrates the mismatch commonly encountered be-
tween the dynamic color range of an original scene and
the limited color response characteristic of color film.
For example, highlights exhibit a degree of levelling
and desaturation, whereas shadow areas show little
evident image detail. In the first experiment of the jn-
vention, the same original scene is subjected to lightness
analysis by the lightness imaging system defined below
and is photographed on a standard photographic me-

‘dium. This first processed image is found to possess

much clearer image detail in shadow and in highlight
areas, a better defined range of color values, and im-
proved saturation. To the eye of an observer, the pro-
cessed image more accurately represents the content of
the original scene than does the control image. In pro-
ducing the processed image in this first experiment, as in
the others described below, the only image information
available to the lightness imaging system is that which is
contained within the original scene itself.

In a second experiment, the same original scene used
in the first experiment is modified by the superimposi-
tion of a ten-to-one illumination gradient from one side
of the scene to the other. When this modified scene is
photographed, using conventional techniques to pro-
duce a control image, most of the image detail is lost in
the darkest portions of the image, or in the brightest
portions, and most of the color values are lost. But
when this modified scene is analyzed and photographed
using the lightness imaging system of this invention, a
second processed color print is obtained which is virtu-
ally indistinguishable from the first processed image
described above. The ten-to-one illumination gradient
has disappeared, and the resultant image displays the
same saturation, image detail, and pleasing dynamic
range as that of the first processed image. Furthermore,
this second processed image is obtained by the same
lightness imaging system operating in the same way and
with no further modifications, adjustments, or revised
programming.

A third experiment is performed. The original scene
is now subjected to different modification representing
tungsten illumination of the scene. As a consequence,
the intensity of the middle-wavelength illuminant is
only 41% of that of the long-wavelength illuminant,
and that of the short-wavelength illuminant is a mere
5% of that of the long-wavelength illuminant. An ordi-
nary photograph of this modified scene is strongly red-
dish with few discernible green color values and with
practically no visible blue color values. However, when
this modified scene is processed by the lightness imag-
ing system, operating in the same unmodified way, a
third processed color print is obtained which is virtually

‘mdrstmgulshable from the first two.

Then in a fourth experiment, the original scene.is
subjected to both of the illumination modifications em-
ployed in the second and third experiments. Thus, not
only are the color values of the entire scene altered by
a tungsten illuminant, but the illuminant varies by a
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ten-to-one gradient from one side of the original scene
to the other. A conventional photograph of this modi-
fied scene is strongly reddish with few discernible green
color values and practically no blues, and all the image
detail appears lost in the darker portion of the illumina-
tion gradient. At this point it should come as no surprise
to learn that indeed the fourth processed image obtained
by the apparatus and method of this invention is not
only essentially free of the imposed modifications, but is
substantially identical to the first, second, and third
processed images.

A common problem in photography, different from
those already considered, is that of preserving image
detail in distinct areas of a scene that has different over-
all levels of illumination. Two additional experiments

- are described with a new original scene that shows a

household interior in which a person is seated by a .

window onto a colorful outdoor view.
In a fifth experiment, the new original scene is char-
acterized by an eight-fold reduction in the illumination
of the view outside the window; that is, this modified
original scene depicts the illumination of an evening,
When this evening scene is photographed, with the
same conventional practices previously used to produce
a control image, most of the image detail and color
values in the outdoor portion of the scene are lost. But
when this modified scene is analyzed and photographed
using the lightness imaging system of this invention, a
fifth processed color print is obtained in which the
scene is accurately represented both inside and outside
the window with the same improvements in image qual-
ity described for the previous experiments and in which
the outdoor view still appears somewhat darker, as is
true of the evening setting.
In a sixth experiment, the new original scene is char-
acterized by an eight-fold reduction in the illumination
of the indoor scene in front of the window with no
reduction in the illumination of the outdoor view be-
hind the window. The modified scene now represents a
daytime setting with the indoor portion relatively
darker than the bright outdoor view. When this daytime
setting is photographed, most of the image detail and
color values in the indoor portion are lost. But when
this modified scene is analyzed and photographed using
the lightness imaging system of this invention, a sixth
processed color print is obtained in which the scene is
accurately represented both inside and outside the win-
dow with the same improvements in image quality de-
scribed for the previous experiments and in which the
indoor scene appears somewhat darker, as is the actual
case for a daytime setting.
Furthermore, the fifth and the sixth processed images
are obtained with exactly the same lightness imaging
system operating in exactly the same way as for the first
four processed images.
The invention thus advances the art of retinex pro-
cessing as disclosed in the literature, examples of which
are:
U.S. Pat. No. 3,553,360
U.S. Pat. No. 3,651,252
E. H. Land and J. J. McCann, “Lightness and Retinex
Theory”, J. Opt. Soc., Am., 61, 1-11 (1971).

E. H. Land, “The Retinex Theory of Colour Vision™,
Proc. Royal Inst. of Gr. Brit., 47 (1974).

J. J. McCann, S. P. McKee and T. H. Taylor, “Quan-
titative Studies in Retinex Theory”, Vision Re-
search, 16, 445-458 (1976).
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Other publications in the imaging art are the article
by T. G. Stockham, Jr., “Image Processing in the Con-
text of a Visual Model”, Proceedings of the IEEE, Vol.
60, No. 7, July 1972, pages 828 through 842; the article
by David Marr, “The Computation of Lightness by the
Primate Retina”, Vision Research, Vol. 14, pages 1377
through 1388; and the article by Oliver D. Faugeras,
“Digital Color Image Processing Within the Frame-
work of a Human Visual Model”, JEEE Transactions on
Acoustics, Speech, and Signal Processing, Vol. ASSP27,
No. 4, August 1979, pages 380-393. This invention em-
ploys techniques which differ significantly from the
image processing which these articles discuss.

Objects of this invention, and advantages which it
brings to the art of imaging, include attaining lightness
imaging with fewer signal processing steps or computa-
tions in considerably less time then previously available.

A further object is to provide a method and apparatus
for lightness imaging applicable on a practical basis to
numerous image processing and numerous image creat-
ing instances.

Another object of the invention is to provide a
method and apparatus for providing an image, termed a
lightness image, which represents a scene in a limited
dynamic range that is optimal for display media such as
photography, television and printing.

It is also an object to provide image processing that
uses information acquired at one segmental area of an
image in evaluating information acquired at other seg-
mental areas in a learning-like manner that attains a
desired lightness field in relatively small time and with
relatively few processing steps.

It is also an object to provide a method and apparatus
of the above character suited for commercial applica-
tion.

Other objects of the invention will in part be obvious
and will in part appear hereinafter.

SUMMARY OF THE INVENTION

The practice of the invention enables one to produce
images in a way that is analogous to human vision be-
cause it represents in a limited dynamic range the much
larger dynamic range of radiances found in the natural
environment. Media using lightness fields produced in
this way can have a far greater visual fidelity then previ-
ously available on a repeatable basis. Further, the media
images can be essentially free of defects such as illumi-
nation artifacts, color imbalance, and other spectral
mismatches.

In accordance with the invention an image is pro-
duced from multiple comparisons between radiance
information at different locations of an image field. The
different comparisons are made between different
groupings of locations, and at least some groupings
involve locations characterized by a spatial parameter
different from that of other groupings.

In further accordance with the invention, information
is provided, for example by viewing a scene with an
optical detector array, identifying the radiances associ-
ated with arrayed sections of an image field. Multiple
measures are made of transitions in the radiance infor-
mation between each segmental area of the image field
and other such areas of the field. The several measures
involve groupings of each area with other areas in a
way such that the areas of different groupings differ in
at least on spatial parameter. The different grouped
areas cover different sectors of the viewing field and
consequently can be areas separated by different dis-
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tances, areas separated along different directions, and
areas of different sizes. These measures—produced in
response to radiance information and from such differ-
ently grouped segmental areas of the viewing field—are
combined to provide the desired lightness information
for the entire image field.

The measures of transition in radiance information
preferably are determined for different groupings of
segmental areas according to a sequential ordering
which proceeds, for example, from groupings of maxi-
mum spatial parameter to groupings of progressively
smaller spatial parameter. This sequential ordering has
been found to diminish the level of unwanted artifacts in
the processed image.

A feature of the invention is that it produces an image
from multiple comparisons between radiance informa-
tion at different locations in an image field by proceed-
ing on a field-by-field basis. Each iteration of the pro-
cess, in the illustrated embodiments, makes new com-
parisons for essentially all locations in the entire field.
This is in contrast to a prior practice in which each basic
operation provides a new comparison for cnly one loca-
tion.

Another feature of the invention is that it produces an
image from multiple comparisons between radiance
information at different locations in the image field by
also using a combined reset-pooling technique. The
technique enables image information accumulated for
each location to be used in evaluating image informa-
tion for other interacting locations.

It is also a feature of the invention that the multiple
image-producing radiance comparisons combine local
image information with information from more distant
parts of the image. This local-global computation at-
tains a lightness field of desired quality with relatively
few computations and in relatively short time.

Yet another feature of the invention is that it com-
bines the foregoing field-by-field computations, infor-
mation accumlation by reset-pooling techniques, and
local-global calculations to accomplish in real time ail
calculations for imaging complex natural scenes.

In the embodiments described below, the groupings
of segmental areas are pairings, i.e. each involves two
segmental areas or picture elements, Further, each mea-
sure is made with two pixels, i.e. picture elements, that
are identical in size and in shape. The two pixels in an
illustrated pairing, however, differ in a spatial parame-
ter from other paired pixels. In one instance, the pixels
of one pair are of different size from the pixels of an-
other pair. In another instance, one pair involves pixels
separated by a distance different from the separation
between other paired pixels, and/or one pair involves
pixels separated along a direction different from the
separation direction of other paired pixels.

Also in the embodiments below, each measure of the
radiance information at the paired pixels is determined
with a transition measure e.g. with the ratio of the radi-
ance information associated with two paired pixels.
This ratio is multiplied by a dimensionless value previ-
ously assigned to or determined for one pixel of the pair,
i.e. for the divisor pixel of the ratio. The resultant prod-
uct is reset with reference to a selected limit. The reset
ratio product can serve as the desired comparison mea-
sure for a given pairing of pixels.

However, in a preferred practice of the invention, the
reset ratio product is pooled by combining it with a
dimensionless lightness-related value previously as-
signed to or determined for the other pixel of the pair.
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The resultant from this operation is the desired measure
for that pair of pixels. This further step is desirable
because it increases the rate at which radiance informa-
tion is accumulated from different pixels. It hence de-
creases the number of computational steps needed to
attain a lightness image.

More particularly, each radiance-transition measure
for a pixel contains information regarding the lightness
generating property to be provided at that location in
the resultant image. An objective for lightness imaging
in accordance with the invention is to compare the
radiance information for each pixel with that of substan-
tially all others and thereby determine the lightness
property which each pixel has in the complete image
field. The output of this process for all locations is the
lightness field. The repetitive replacement of the reset
ratio product information for one pixel in each pair
accumulates this information relatively slowly. The rate
of information accumulation is increased significantly
by combining the reset ratio product from one iteration
with the measure previously determined for or assigned
to one pixel in each pair, and using the combined mea-
sure for the next iteration, i.e. in the next pairing of that
pixel.

To this end, a preferred embodiment of the invention
provides that each reset ratio product measure of a
transition in radiance information be combined accord-
ing to an arithmetic averaging function with the prior
measure assigned to the other pixel of that pair. This
pooling of information provides a geometric increase in
comparisons of the radiance information of different
pixels from each measuring iteration to the next measur-
ing iteration. Consequently, it markedly decreases the
number of iterations required to produce an image, and
thereby contributes to a new fast rate for image produc-
tion. The combination of this pooling of reset ratio
product measures with a selected sequential ordering of
pixel pairings for effecting the measurements yields
compound advantages in accumulating information for
the creation of lightness images.

In a preferred practice of the pooling embodiment of
this invention, the imaging process accumulates infor-
mation in a learning-like manner. The information at
each pixel, at the end of any iteration, is the combined
measure of all the reset ratio products that have so far
reported to that pixel. Thus the number of pixels affect-
ing the reset ratio product can be equal to two raised to
the power of the number of iterations. If there are eigh-
teen iterations, then the number of interactions is equal
to two to the eighteenth power. By way of contrast, a
prior process brings to each pixel a reset ratio product
carrying the information from a number of pixels equal
to only the number of iterations.

A mode of operation intermediate to the iterative
replacing of reset ratio product measures and the pool-
ing of such measures, is the averaging of reset ratio
product measures from different sets of pairings. An-
other operating mode involves determining reset ratio
product measures for a set of pixel pairings, and using
the resultant measure in determining further measures
with a successive set of pixel pairings with a different
magnification of the image field.

These and other features of the invention are de-
scribed below with reference to different image-pro-
ducing embodiments. One embodiment involves pairs
of pixels of identical size and configuration. It employs

"a sequence of pixel pairings ordered both with succes-

sively smaller pixel spacings and with different direc-
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tions of pixel separation. The processing of radiance
information in these embodiments preferably proceeds
on a field-by-field basis. That is, the iterations for any
one pixel or other segmental area of the image field
occur essentially in step with iterations for other pixels

of the field. The steps within each iteration can occur

either time sequentially or in parallel for the different
pixels. Radiance information is compared in the field-
by-field basis by shifting a pattern of radiance informa-
tion and comparing it to the unshifted pattern. The
shifting is i{lustrated both on a time basis, e.g. by use of
-delay lines, and on a spatial basis, e.g. by the use of
known scroll techniques.

Other embodiments involve pairs of pixels that repre-
sent areas of the image field different in size from those
which other pairings represent. The measurements of
radiance transition in either instance can proceed in
different sequences to attain replaced reset ratio prod-
uct measures, to pool the measures from one iteration or
set of iterations to the next, or to average the measures
from independent sets of iterations.

These and other image-producing features of the
invention may have wide application. Specific instances
include photographic processing, e.g. in a camera as
well as in print making, and television signal processing,
e.g. in broadcast equipment as well as in a receiver.
Other instances include devices, for example laser scan-
ning devices, used in graphic arts to scan documents
and pgenerate corresponding printing plates. In these
applications, as the above-described experiments illus-
trate, the invention enhances the overall lightness qual-
ity of the displayed image. In addition, it corrects for a
variety of visually detrimental factors including illumi-
nation deficiencies and material and equipment limita-
tions in reproducing wide bandwidth and. intensity
ranges.

Further appllcatlons of the mventxon can produce
displays in instances where a scene is examined non-
optically, and even where there is no original scene.
Examples of the former include the creation of an image
display of an object examined with sonar techniques,
with infrared techniques, or with radar techniques.
Instances of the latter application include displays pro-
duced with computerized axial tomography (CAT)
scanners and with other nuclear medicine instruments.
All these applications of lightness imaging in accor-
dance with the invention can produce images that are
consistently perceived as more satisfactory than those
heretofore available. Those skilled in the art will realize
from these teachings that the practice of the invention
can also produce images with all manner of specially
contrived lightness effects.

The invention accordingly comprises the several
steps and the relation of one or more of such steps with
respect to each of the others, and the apparatus em-
bodying features of construction, combinations of ele-
ments, and arrangements of parts adapted to effect such
steps, all as explained in the following detailed disclo-
sure, and the scope of the invention is indicated in the
claims.

BRIEF DESCRIPTION OF DRAWINGS

For a fuller understanding of the nature and objects
of the invention, reference should be made to the fol-
lowing detailed description and the accompanying
drawings, in which: :

FIGS. 1A, 1B, 1C and 1D are dlagrammatlc illustra-

tions of an information pooling feature of the invention;.
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FIG. 2 is a vector pattern partially illustrating a pro-
gression of spatial parameters for pairing pixels in ac-
cordance with one practice of the invention;

FIG. 3 is a block schematic representation of an im-
age-producing system embodying features of the inven-
tion;

FIG. 4 is a flow chart illustrating a practice of the
invention with the system of FIG. 3;

FIG. 5 shows five look up table functions for use in
the system of FIG. 3;

FIGS. 6A, 6B, 6C and 6D are schematic drawings of
one image processor of the system of FIG. 3 illustrating
successive operating stages;

FIGS. 7A, 7B, 7C and 7D are diagrammatic repre-
sentations of a portion of an image processor of FIG. 3
and illustrate one implementation of wraparound insula-
tion in accordance with the invention;

FIG. 8 shows two look up table functions for the
practice of wraparound insulation as illustrated in
FIGS. 7A-D;

- FIG. 9 i1s a block schematxc dlagram of another em-
bodiment of an image processor in accordance with the
invention;

FIG. 10 is a diagrammatic representation of a map-
ping of information in a memory for practice of features
of the invention;

FIG. 11 is a block schematic representation of an-
other image-producing system embodying features of
the invention; and

FIG. 12 is a diagrammatic representation of a self-
developing camera in accordance with the invention.

FIG. 13 shows a graph indicating the numeral trans-
formation of stage 60.

DESCRIPTION OF ILLUSTRATED
EMBODIMENTS

The processing of this invention determines a mea-
sure of all transitions in the radiance associated with
each of different groups of areas or pixels in an image
field. One practice involves groupings of two pixels, i.e.
pairs of pixels, and determines the desired measure as
the product of (i) the ratio of the radiances at the paired
pixels and (ii) an existing measure initially assigned to or
previously determined for the pixel associated with the
denominator of the ratio. Numbers proportional to log-
arithms of the relevant measures are typically em-
ployed, so that an adder can perform the computations:
the log of the ratio is the sum of the log of one radiance
plus the negative log of the other radiance, and the log
of the product is the sum of the log of the existing mea-
sure and the log of the ratio.

The resultant ratio-product, also termed an interme-
diate product, is referenced to a selected lightness con-
dition. A preferred practice is to reset each resultant
which exceeds the value equivalent to maximum image
lightness to that value. This reset operation establishes
those specific locations or pixels in the scene which are
lightness reference points for subsequent operations.
The above-noted U.S. Pat. Nos. 3,553,360 and 3,651,252
and the above-noted article of McCann, McKee and
Taylor discuss prior practices regarding the foregoing
ratio, product and reset operations. :

The reset intermediate product determined with each
such measuring iteration can be used as the existing
measure for the next iteration. However, the invention
attains a decrease in the number of iterations required to
produce a high quality image by averaging the reset
product with the existing measure at the pixel which is



4,384,336

11

associated with the numerator of the ratio for that pair.
The resultant averaged product is the transition desired
measure for that pixel, as determined with that pair of
pixels at this iterative stage in the sequence. This aver-
aged product also replaces the prior measure for that
pixel and is used in the next measuring iteration. This
averaging operation increases significantly the informa-
tion which the resultant. averaged product contains,
because in each iteration information from nearly every
pixel contributes to two resultant products.

The objective for lightness imaging in this way is to
determine a comparison measure for each pixel relative

10

to every other pixel, i.e. to compare the radiance of -
each pixel with that of every other pixel by subjecting ~

selected radiance ratios to the foregoing product, reset
and averaging operations. In principle, there are many
practices of these comparison measuring operations that
can yield the desired lightness information for creating
a high quality image. However, in addition to using an
averaged product rather than simply the reset product
as just discussed, the invention minimizes computation
by using multiple groupings of pixels, each with a spa-
tial parameter different from other groupings or at least
other sets of groupings. One specific example is to use
pairs of pixels, each of which differs from other pairs in
the spatial separation between the paired pixels, and/or
in the direction of the spacing between paired pixels.
Another specific example is to compare with one pair-
ing pixels different in size from those compared in other
pairings. ;

Another feature of this invention is the realization
that an image can be broken down into multiple group-
ings of pixels in a manner such that both local and

" global interactions, e.g. comparative measures with
proximate locations and with remote locations, can be
calculated at an extremely rapid rate. Different segmen-
tal areas are compared so that long-distance spatial
interactions can be computed in much less time than
with processes involving only contiguous pixels. By
transforming the image into a representation that con-
tains comparatively few segmental areas, locations
which are separated by long distances in the original
representation of the image are now comparatively
close. This strategy loses resolution, or introduces er-
rors, due to the coarseness of the analysis. Nevertheless,
this ability to perform long distance calculations in few
iterations yields enormous reductions in the number of
iterations and correspondingly in the processing time.
Further, the problems regarding resolution and charac-
teristic errors are overcome by 2 judicious choice of
segmental areas in subsequent stages of the calculation.
A corollary feature is the provision for a subdivision of
the image into various segmental areas for separate
calculations of various components of a lightness field,
followed by a recombination of the processed informa-
tion into a lightness field that is influenced by each
characteristic set of segmental areas.

Still another iteration-saving feature is to order the
comparison-measuring iterations according to the mag-
nitude of the pixel spacings or other spatial parameter.
These features, together with others described hereinaf-
ter, are remarkably effective in attaining a close approx-
imation to the foregoing objective on a real-time basis.

FIG. 1 illustrates the effectiveness of the foregoing
features in inter-comparing various elements of an
image field with a limited number of operating itera-
tions. FIG. 1 is arranged in four columns, i.e. FIGS. 1A,
1B, 1C and 1D, and in three rows. Each column from
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left to right represents a successive comparison-measur-
ing iteration. The top row shows the same sixteen ar-
rayed sections A, B, C... O and X of an image field for
each of the four iterations. The sixteen sections of the
field, or sixteen picture elements, i.e. pixels, are for
clarity shown, well spaced apart, but in actuality adja-
cent ones are oftén contiguous or nearly contiguous.
The middle row of FIG. 1 shows those pixels of the top
row which, at the end of each iteration, have contrib-
uted radiance information to a measure made with the
pixel (X). The lower row shows a vector representation
of the magnitude and direction of the spacing between
paired pixels. o

The first illustrated iteration, FIG. 1A, shows the
aforesaid measure of radiance transition between each
pixel and the pixel two locations to the left of it. Direct-
ing attention to pixel (X), the radiance there is com-
pared with the radiance of pixel (I). The specific com-
putation forms the ratio of the radiance at pixel (X) to
that at pixel (I) and multiplies the ratio by the existing
measure at pixel (I) to form an intermediate product.
The intermediate product is reset and averaged with the
existing measure at pixel (X). This computation yields
the desired averaged product at pixel (X). It is a func-
tion of the radiances at pixels (X) and (I) and of the
previously existing products at these two pixels. The
second row in FIG. 1A accordingly shows these two
pixels. The third row designates with a single horizontal
vector the direction from which pixel (X} received
radiance information. Simultaneous with these measur-
ing steps, every other pixel (A) through (O) in the upper
column of FIG. 1A receives radiance information from
the pixel two locations to the left of it, neglecting for the
moment pixels in the left half of the image field for there
are no pixels two locations to the left of them.

FIG. 1B illustrates that the next iteration measures a
radiance transition between each pixel and the pixel two
locations above it. The radiance at pixel (X) is accord-
ingly compared with the radiance at pixel (C), and the
ratio is multiplied by the existing product determined
for pixel (C) in the first iteration. After resetting and
averaging with the existing product just determined for
pixel (X), the result is a new averaged product for pixel

This averaged product is a function of both the radi-
ances at pixels (X) and (C), and the existing products,
i.e. averaged products, determined for each of these
locations in the first iteration. Hence the new averaged
product assigned to pixel (X), after the second iteration,
is a function of the radiance information at pixels (X),
(1), (C) and (A). The middle row in FIG. 1B depicts this
multipie feeding or contribution of radiance information
to pixel (X). The third row of FIG. 1B represents the
second iteration pairing as a vector whch starts from the
terminus of the first iteration vector. This cumulative
vector representation reflects the progressive accumu-
lation of information at pixel (X), that is, the measure at
pixel (X) has a history from the prior iterations. Again,
information for every other pixel in the illustrated six-
teen-pixel array is processed during the second iteration
in the same manner as just described for pixel (X).

The third iteration, shown in FIG. 1C, pairs each
pixel with the pixel one location to the right. It hence
relates pixels (X) and (K). The existing measure at pixel
(K) is an averaged product with a history of two itera-
tions and hence is a function of the radiances at pixels
(J), (B) and (D). Accordingly, the new averaged prod-
uct at pixel (X} is a function of the radiances at eight
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pixels, as the second column in FIG. 1C depicts. The
vector representation of the pixel jump for this third
iteration appears in the lower row of FIG. 1C.

The illustrated fourth iteration pairs each pixel with
the one located one unit below it, FIG. 1D. The infor-
mation for pixel (X) is hence compared with that at
pixel (N). The averaged product for each of these loca-
tions has a different eight-pixel history, as FIG. 1C
shows in the middle row for pixel (X), developed over
the three prior iterations. Consequently, the resultant
new averaged product at pixel (X) is a function of the
initial radiances at each of the other fifteen pixels, as the
simplified FIG. 1D depicts in the second row. (The
simplification in the second row of FIG. 1D is that only
some prior interactions are shown.) The pairing vector
between pixel (N) and pixel (X) is added to the prior
vectors to yield the vector representation which ap-
pears in the lower row of FIG. 1D. Note that successive
vectors extend at right angles to one another. Note also
that successive vectors, from iteration one to four, are
either of the same or lesser size.

In this manner, four relatively simple iterations com-
pare the radiance at each pixel with that of fifteen oth-
ers. Expressed mathematically, the process is such that
after (N) steps the radiance at each pixel is compared
with those at (2V— 1) other pixels.

FIG. 2 shows twelve steps of an actual eighteen-step
vector pattern with which the invention has been suc-
cessfully practiced with an image field having a
(512) X (512) array of pixels. For clarity of illustration,
FIG. 2 omits the two initial largest steps and the final
four smallest steps. The illustrated pattern involves an
ordered progression of iterations commencing with two
successive steps of (256) pixels each (not shown in FIG.
2), followed by the two steps shown of (128) pixels

—

0

14

The process next uses a reset-pooling technique that
calculates, for each pixel, a combined measure that is an
optimal lightness field value for that pixel. This resul-
tant can be attained by averaging each new reset ratio
product value with the previously assigned or deter-
mined value. Each ratio product value is reset before it
is averaged with the previously determined value for
that pixel; the reset mechanism removes from the com-
bined measure those ratio product values that are
known to report lightness field values higher than the
particular imaging medium can display. The presence of
this severely non-linear resetting operation distin-
guishes this image processing from others that simply
compare radiances to average values computed over
portions of the image or over the entire image.

In addition to this reset-pooling technique, which
accumulates information in a learning-like manner, the

- processing incorporates the noted local-global calcula-
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each, and proceeding as shown with two steps of sixty- .

four pixels each, two of thirty-two pixels each, two of
sixteen pixels each, two of eight pixels each, and two of
four pixels each. These are followed by four steps not
shown: two of two pixels each and two of one pixel
each. The spacings between the pixels of successive
pairings thus progressively decrease in length. The
directions of the spacings also progressively change,
e.g. successive directions in the illustrated pattern (in-
cluding the six steps not shown in FIG. 2) are perpen-
dicular to one another in clockwise order. The eighteen
comparison-measuring iterations with this ordered suc-
cession of pairing steps yield an averaged product for
each pixel, aside from those which are to be compared
with locations beyond a boundary of the image field,
which is the result of comparing the radiance there with
those at over a quarter-million other pixels. The final
averaged products can be used to produce a photo-
graphic image having the significantly improved light-
ness qualities described in the foregoing examples.

The image processing described with reference to
FIGS. 1 and 2 incorporates several features. One is that
it uses field-by-field computations so that each iteration
calculates a new measure for each pixel. The example in
FIG. 1 explicitly describes the process that calculates
the measure for pixel (X). That process, however, is a
one-pixel part of multi-pixel field-by-field computations
that yield, at each iteration, a new resultant for each
pixel in the field. Further, each iteration after the first
one brings every pixel the information already accumu-
lated by another pixel, thus producing a geometric
growth of interactions.

tions that reduce the total number of calculations to
gain the same information. Local-global computations
are preferred to attain a satisfactory lightness field cal-
culation which does not ignore any portion of the image
field. The global or long-distance interactions provide
each portion of the image with the correct relationship
to distant parts of the image. Local interactions are
important as well, because they provide high resolution
information which reliably relates nearby points to each
other. The composite technique just described pro-
cesses the entire image using field-by-field computations
to sample information for long distance interactions. It
then processes the entire image again using slightly
shorter distance interactions, and combines the results
with the reset-pooling technique. The process continues
in this manner until it examines the image with single
pixel resolution.

Each processing iteration illustrated in FIG. 1 prefer-
ably involves at least four steps, i.e. ratio, product, reset
and average, with a field of radiance information like
the field associated with the (4)xX(4) array of pixels in
FIG. 1. Each item of information in the field stems from

~ the radiance at a particular location, i.e. pixel, in the
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two-dimensional image field and hence can be identified
by labeling with the coordinates of that pixel.

The first step of each iteration is to pair the pixels of
the image field and to compute for each pair the ratio of
the radiance values at the paired pixels. The ratio is a
measure which compares the radiance at one pixel,
termed a source pixel, to the radiance at the paired
pixel, termed a comparison pixel. When the radiance
information is logarithmic, the log of this ratio can be
calculated as the arithmetic difference between the logs
of the paired radiance values. Thus where r{(0,0) repre-
sents the radiance information at the origin pixel and
r(x,y) represents the radiance value at the comparison
pixel, the ratio operation which the first step performs
can be represented by the algebraic expression:

tog T  log r(x,)  log rac) o

The second step in the processing iteration is to multi-
ply this ratio by a product previously assigned to or
determined for the origin pixel of each pair, to deter-
mine an intermediate product for the comparison pixel.
The multiplication can be performed by the addition of
logarithms of the numbers. Hence, the algebraic expres-
sion for the log of the intermediate product at the com-
parison pixel is
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log ip(x.y)=log op(o,0)+log r(x.y)—log Ha.0} T
where:

log ip(x,y) is the log of the intermediate product at

the comparison pixel of the pair; and

log op(0,0) is the log of the old product previously

existing, i.e. old product, at the origin pixel.
The system is initialized for the first iteration by assign-
ing an old product to each pixel. The initializing prod-
uct preferably corresponds to an extreme optical condi-
tion such as total blackness or full whiteness. The illus-
trated embodiment initializes with the latter, which
corresponds to an initializing value of unity.

In each processing iteration the third step takes inter-
mediate products which are greater than unity and
resets them to unity. A star (*), designates a reset inter-
mediate product in the following equations (3) and (4).

The fourth processing step combines reset intermedi-
ate products to form, for each comparison pixel, a new
averaged product to be used in the next iteration. As
described with reference to FIG. 1, it has been found
preferable to produce the new averaged product as the
geometric mean of the existing or old averaged product
at the comparison pixel in each pairing and the new
value of the reset intermediate product that pizxel,
formed as set forth in equation (2). Where the term “log
op(x,y)” is the logarithm of the old averaged product at
the comparison pixel, the new product (np) at that loca-
tion is thus calculated as

log np(x yy=[log op(x.y)}+log ip*(xy))/2 (o]

and is defined as

log np(x.y)=1/2{[log op(x.5)]+[log op(0.0)+log

Hx.y)—log HO.0)*} O]
This log of the new averaged product at the comparison
location (x,y) is used as the log of the old product term
for that location in the next iteration.

The invention can be practiced without the fourth
processing step. That practice uses the reset intermedi-
ate product as the comparison measure assigned to the
comparison pixel for the next iteration. The preferred
practice, however, includes the fourth step, which im-
proves both the efficiency of the process and the quality
of the results. ‘

An Image Producing System

FIG. 3 shows a full-color image-producing system
which implements the foregoing lightness-imaging
techniques. The system has an input stage 12 that devel-
ops information identifying the optical radiance of a
field of view to be displayed. The illustrated input stage
is a camera, e.g. photographic or television, and has an
optical detector 14 that receives the light energy from a
field of view or other original image 16 via a lens system
18. The detector 14 is typically a multi-element array of
photosensitive elements, each of which produces an
electrical signal in response to the light energy incident
on it. The detector response preferably is proportional
to the logarithm of the light energy to facilitate subse-
quent signal processing. Examples of such a detector
are an array of charge coupled devices, i.e. a CCD
array, or a charge induction (CID) array.

The input stage 12 thus applies electrical signals pro-
portional to the logarithm of radiance to each of three
identical image processors 20, 22 and 24, one for each of

16

the red, blue and green color bands as conventional in
full color electronic image processing. Each processor
20, 22 and 24 processes the radiance-identifying signals
in a single color band to develop signals identifying the
image lightness property for that color band at each
point in the image field, e.g. in the field of view of the
lens system 18.

One processor 20, shown in further detail, has a first
refresh memory channel 26 which has a refresh memory
28, a scroll device 30, and a look up table 32. The re-
fresh memory can be a random access memory to store

- the field of image information from the input stage. The
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illustrated input stage detector has a (512) X(512) CCD
array and the refresh memory has capacity to store the
radiance information for each detector element as a byte
of eight bits. In a typical representation of signals, the
maximum possible response is assigned to the level 255,
and 0.01% response is assigned to the level 0, with
logarithmic signal increments evenly assigned to the
levels between. The scroll device 30 can displace the
field of image information from the refresh memory
independently along both the (X) and the (Y) directions
by a number of specified coordinates. It typically em-
ploys a shift register and a memory to recall a sequence
of scroll positions. The look up table 32 employs a ran-
dom access memory that is addressed by each informa-
tion byte being processed to provide a real time trans-
formation. The table 32 provides a negative transforma-
tion function. The term “negative” denotes an arithme-
tic function having a slope of (—1). The effect of pro-
cessing a field of image information with such a polarity
inverting function is to convert between a positive
image and a negative image.

The FIG. 3 system has a second refresh channel 34
with a refresh memory 36, a scroll device 38, and a look
up table 40. A third refresh channel 42 has a refresh
memory 44 and a look up table 46, but requires no scroll
device. An adder 48 is connected with the look up
tables 32, 40, 46 from each of the three channels 26, 34
and 42. It sums any active inputs and applies the resul-
tant to an adder output line 50. A feedback connection
52 applies the output from the adder, by way of a look
up table 54, selectively to the input of the second chan-
nel memory 36 and third channel memory 44.

The system output stages are illustrated as a nonlinear
color masking stage 58, an exposure control stage 60,
and a display stage 62. A program control unit 56, typi-
cally including a programmable processor and con-
nected with each processor 20, 22 and 24 and with each
stage 58, 60 and 62 as illustrated, controls the system
operation. The color masking stage 58 provides a color
masking operation which accentuates the color of each
area of the image field and compensates for color desat-
uration both in the input stage detector 14 and in the
display stage 62. By way of example, a general purpose
of color masking in photography is to correct for differ-
ences between ideal dyes and dyes realizable in actual
photographic systems. The literature regarding such
color masking includes: Clulow, F. W., Color Its Princi-
ples And Applications, published by Morgan & Morgan
in New York, 1972, pages 157-159 and 172~179; and
Hunt, R. W. G., The Reproduction Of Color, published
by Wiley in London, 1967, pages 233-263 and 383-416.
The color mask stage 58 can also correct for the limited
color response and limited color transmission capabili-
ties in the various stages and elements of the system.
The color mask stage 58 thus typically provides color
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correction, color enhancement and color masking to
optimize the output signals from the image processors
20, 22 and 24 for subsequent color display. It can also
provide an antilog conversion function unless that func-
tion has been provided in adder 48.

The exposure control stage 60 transforms the pro-
cessed and color masked lightness-identifying signals
into the format which matches the display stage 62. Ina
television-imaging system, the display element 62 typi-
cally includes a cathode ray tube television display such
as a video monitor, whereas in a photographic camera
system this element typically includes a light-emitting
diode (LED) array arranged to expose photographic
film. ~

The foregoing elements of the FIG. 3 system can be
conventional devices known to those skilled in the art,
including the arts of computer graphics, electronic
image processors, and image computers. By way of
example, the International Imaging Systems division of
Stanford Technology Corporation markets an image
computer which employs elements suitable for the im-
age-producing system of FIG. 3.

System Operation

FIG. 4 is a flow chart of the foregoing four step
iteration applied to the FIG. 3 processor 20. This pro-
cessor is typical of the other processors 22 and 24, for
the three image processors can be identical in construc-
tion and in operation, and operate independently of one
another except as the program control unit 56 imposes
simultaneous or other time-coordinated operation. The
three refresh memories 28, 36 and 44 of the processor 20
are assigned different rows of the flow chart, and suc-
cessive operations are shown at different positions along
the chart starting with the initial conditions at the left
and progressing to the right. The processor is initialized
by storing original image radiance information received
from the input stage 12 in the first channel refresh mem-
ory 28. The initial contents of the second channel mem-
ory 36 are not significant. The third channel memory 44
is initialized with reset ratio product values correspond-
ing to 100% reflectance, as discussed above.

The flow chart of FIG. 4 is described further to-
gether with FIGS. 6A, 6B, 6C and 6D, which show the
image processor 20 at different stages in the four-step
iteration. The several FIG. 6 drawings are thus identical
except that each shows different specific connections
which the program control unit 56 provides between
the elements of the processor. Further, each FIG. 6
illustration shows with a heavy line the path of informa-
tion transfer between the processor elements for a spe-
cific step in the operating sequence.

The FIG. 6 drawings also designate the functions
which each illustrated look up table 32, 40, 46 and 54
can provide, and FIG. 5 shows a graphical representa-
tion of each function. With particular reference to FIG.
6A, the look up table 32 can provide eithér no transfor-
mation or the negative function of FIG. SA. The look
up table 40 in the second refresh channel can provide
either no transformation, an expand to nine-bit function
of FI1G. 5C, or a compress to seven-bit function of FIG.
5B. The feedback look up table 54 likewise can provide
any of three functions, i.e. no transformation, a com-
press to eight-bit function of FIG. 5D, or a linear and
reset function of FIG. SE. ) ‘

Each look up table 32, 40, 46 and 54 thus can assign
new values to each byte applied to it. The eight-bit
bytes which the illustrated refresh memories 28, 36 and
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44 store can have any of (256) possible values. The FIG.
5 functions hence show the new values which the differ-
ent look up functions assign to each of the possible (256)
values, and to the possible values which the sum of two
bytes can have.

FIGS. 4 and 6A show that the aforementioned first-
step operation of pairing pixels is carried out by scroll-
ing the contents of the first channel refresh memory 28
with the scroll device 30. The scroll, which can be of
any magnitude in either or both directions, is designated
as being of (x,, y») pixels. The subscript (n) identifies the
number of the iteration being performed, inasmuch as
different iterations in an operating cycle can—and gen-
erally do—involve different scroll steps. The first illus-
trated step of the eighteen-iteration operating cycle
which FIG. 2 in part shows involves, by way of exam-
ple, a scroll of (128, 0) at this juncture. Where pertinent,

- FIGS. 4 and 6 show the block representation of each
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refresh memory with a coordinate designation in the
upper right corner to indicate whether the contents
correspond to the origin pixel or to the comparison
pixel of a pairing. FIG. 6A accordingly shows the re-
fresh memory 28 with the origin-designating coordi-
nates (0,0).

FIG. 6A also shows that the data path which the
program control unit 56 (FIG. 3) establishes in the pro-
cessor 20 for this scroll operation applies the contents of
the first channel refresh memory 28 to the scroll device

* 30, which introduces the specified scroll. The scrolled
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image information is applied to the look up table 32,
which transfers it without change to the adder 48. The
adder has no other active inputs and hence simply ap-
plies the same scrolled image information to the feed-
back look up table 54. This element applies the linear
and reset function of FIG. SE, which in this instance
imparts no transformation to the data, so that the
scrolled image information output from the scroll de-
vice 30 is applied to the refresh memory 36 of the sec-
ond channel 34. The memory stores this information
with an operation subsequent to FIG. 6A.

_FIG. 4 designates the foregoing scroll and store oper-
ations in the first portion of Step 1. At this juncture, the
radiance information for each pixel of the original
image is paired with the radiance information of the
pixel offset from it by x, and y, pixels.

The illustrated image processor 20 executes the re-
maining first-step operation of computing the ratios of
paired radiance valués by applying both the negative
contents of the first channel memory 28 and the con-
tents of the second channel memory 36 to the adder 48,
and by storing the resultant sum from the adder in the
memory 36. FIG. 4 designates these operations in the
last portion of Step I. FIG. 6B shows that to provide
this operation the program control unit 56 applies the
contents of the first channel memory 28 through the
scroll device 30, which imparts no scroll, and actuates
the look up table 32 to provide the negative function
and apply the transformed data to the adder 48. The
control unit also applies the scrolled image information
in the second channel memory 36 through the scrolled
device 38, again without scroll, and through the look up
table 40 without transformation to a second input of the
adder 48.

The adder sums the two binary input signais and
applies the resultant nine-bit byte to the feedback look
up table 54, which the control unit 56 actuates to pro-
vide the compress to eight-bit function (FIG. 5D). This
function changes the nine-bit byte output from the
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adder 48 to an eight-bit representation. The purpose is
merely to accommodate a memory 36 which has only
an eight-bit byte capacity. (Note that each FIG. 6 draw-
ing shows the contents of the refresh memories 28 and
36 and 44 at the beginning of the operation which it
depicts. Thus, FIG. 6A shows the contents of the re-
fresh memories at the beginning of the scroll operation,
and FIG. 6B shows the memory contents at the begin-
ning of the ratio-computing operation.)

To execute the second step of an iteration, which
forms the product of the ratio with a quantity desig-
nated an old product and which may be existing or
assigned, the program control unit 56 conditions the
channel two and channel three elements to sum the
contents of the refresh memories 36 and 44, as FIG. 6C
shows. The resultant intermediate product is stored in
the refresh memory 36, all as the flow chart of FIG. 4
designates for Step II and in accordance with Equation
(2). More particularly, with reference to FIG. 6C, the
ratio information in the refresh memory 36 is applied
through the scroll device 38, without offset, to the ex-
pand function of the look up table 40. This transforma-

tion expands the eight-bit representation of each num- -

ber to a nine-bit byte, FIG. 5C. This expand operation
restores to the information read from the refresh mem-
ory 36 the nine-bit format it had prior to the compress to
eight-bit function which the feedback look up table 54
imposed during the prior, ratio computing, step. The
nine-bit output from the look up table 40 is applied to
the adder 48, as are the contents of the third channel

20

scrolled by (x) and (y) units from the initial coordinates,
as a result of the scroll operation performed in Step I,
whereas the contents of the latter memory are at the
initial coordinates designated (o, o). The reset product
contents of the refresh memory 36 accordingly are
scrolled back to the initial coordinates with the scroll
device 38 by the requisite (—x,) and (—y,) coordinates,
as FIG. 6D shows, before being applied to the adder 48.

With further reference to FIG. 6D, the second chan-
nel look up table 40 compresses the reset products to
seven-bit bytes with the function of FIG. 5B. The third
channel look up table 46 imparts a similar compress
function to the old product contents of the refresh mem-
ory 44. The resultant two sets of numbers are applied to
the adder 48. The compress operations imposed by the
look up tables 40 and 46 yield from the adder 48 an
eight-bit sum which can be stored directly within the

~ eight-bit capacity of the refresh memory 44.

20

25

30

refresh memory 44. For the first iteration of operation, -

this memory stores an initialized old product for each
pixel, preferably corresponding to a uniform field of
100% reflectance as previously discussed. The adder 48
sums the two inputs to develop the intermediate prod-
uct.
The feedback look up table 54 performs the Step III
- reset operation on the intermediate product from the
adder 48 as FIG. 6C shows. The reset intermediate
product is applied to the second channel refresh mem-
ory 36. Each byte input to the table 54 is a sum from the
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adder 48, and the reset portion of the FIG. 5E function .

is effective at this juncture. This function transforms
input numbers valued between (—255) and (0) to (0),
transforms input numbers with a value between (0) and
(255) to an eight-bit number of identical value, and
transforms input numbers with a value greater than
(255) to the maximum value of (255). This reset function
thus produces a field of eight-bit reset products which
are limited to values between (0) and (255), and in
which input values both lower and greater than this
range are effectively clipped. Prior to this reset opera-
tion, each intermediate product identifies at least in part
a lightness value. The reset operation normalizes the
values of the highest lightnesses in the image being
produced, regardless of the radiance detected or sensed
. from that pixel in the original scene.

The reset intermediate products output from the feed-
back look up table 54 are stored in the second channel
refresh memory 36 at the end of the Step III operation,
as appears in FIG. 6D, which shows the condition of
the memory 36 prior to the next operation.

This next operation is the iteration Step IV determi-
nation of a new average product for each pixel. The two
sets of logarithmic numbers to be combined for forming
the new product are in the second channel refresh mem-
ory 36 and in the third channel refresh memory 44.
However, the set of numbers in the former memory is

45

More importantly, by compressing each set of num-
bers from the memories 36 and 44 in this manner prior
to the addition, the resultant sum from the adder repre-
sents an equal weighted, ie. fifty-fifty, average of the
two sets of numbers. Where unequal weightings are
desired for the averaging, the look up tables 40 and 46
can have appropriate compressing functions to yield a
sum which is the appropriately weighted average. A
further reason for the compress to seven-bit operation
prior to addition is described hereinafter.

FIG. 6D also shows that the feedback look up table
54 applies the linear the reset function (FIG. 5E) to the
resultant sum from the adder 48, and that the output
from the table is applied to the third channel refresh
memory 44. The numbers input to the look up table 54
are all within the (0) to (255) range, and accordingly the
tabie applies the linear portion of its function to the sum,
i.e., applies the sum from the adder to the memory 44
without transformation.

FIG. 4 shows the resultant averaged new product in
the refresh memory 44 at the completion of this Step IV
operation in terms of equation (4).

. The FIG. 3 image processor 20 is now ready to repeat
the four-step iteration. Each iteration after the first one

" uses the same original image field of radiance informa-

tion which the first channel refresh memory 28 initially
stored. However, the succeeding iterations do not use
the initialized conditions in the third channel refresh
memory 44, but rather use the new averaged product as
computed and stored in that memory in the last step of
the preceding iteration.

~ The FIG. 3 system performs a number of the itera-
tions described with reference to FIGS. 3-6 and com-
pares different pixels in each iteration. The comparisons

-are made by scrolling the contents of the refresh memo-

" ries 28 and 36 with the scroll devices 30 and 38 through

different coordinate distances in each iteration. The
theoretical objective is to compare the original image
radiance information, stored in the first channel mem-

~ ory 28, for each pixel with that stored for every other
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.pixel. FIG. 2 shows a sub-set of twelve scroll displace-

ments. It is a measure of the significance of the inven-
tion that a complete image-producing cycle requires
only eighteen such iterations. The operation com-
mences with a largest displacement, and proceeds
through the cycle with successive sets of two iterations,
each of which involves progressively smaller scroll
displacements. Note that in every iteration except the
final two, (i.e. numbers seventeen and eighteen), each
pixel is paired for comparison with a pixel spaced from
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it by more than one pixel unit. That is, all but the final
two pairings are between pixels that are separated with
at least one pixel between them. The array of averaged
new products available from each processor 20, 22 and
24 at the completion of these eighteen iterations is ap-
plied, under conirol of the program control unit 36, to
the output stages 58, 60 and 62. This completes one
operating cycle of the FIG. 3 system.

Threshold

With further reference to FIG. 3, where it is desired
to impose a threshold on the ratio of radiances deter-
mined in each processing iteration, the feedback look up
table 54 can provide this operation. The inset in FIG.
5D shows a compress to eight-bit function which also
provides a threshold function. This illustrated threshold
function is such that all input values between (—2) units
and (+2) units inclusive produce the same output value.
Such a threshold function can be advantageous in an
image processor according to the invention to yield a
ratio of unity when the two radiance values being com-
pared are within a specified percent of each other. This
threshold removes the spatially slow changing effects of
gradients of illumination found in many images. As
desired, a suitable threshold does not visibly affect the
accurate imaging of discontinuous changes in radiance
information. The latter radiance changes or transitions,
which are the ones measured with the practice of this
‘invention, generally stem from the changes in reflec-
tance that occur at the boundaries or edge of an object
in the original scene or image. By way of specific exam-
ple, where the memory levels (0) to (255) evenly repre-
sent four log units of radiance, the foregoing threshold
suitably treats radiance values that are within seven
percent (7%) of each other as being equal. This value is
not critical; other values can be used as appropriate for
the implementation and the application.

The threshold operation is applied to the ratio output
from the adder 48 in Step I of the iteration described
above. That is, the feedback look up table 54 imposes
the threshold function simultaneous with the compress
to eight-bit operation discussed with reference to FIG.
6B. It will be appreciated that a threshold is to some
extent inherent as a result of quantifying data in the
present embodiment of the invention. The practice of
the invention as described with the system of FIG. 3
hence can be considered as imposing a threshold on
each ratio computation.

A further finding of this invention is that a threshold
alone is insufficient to remove from all images the unde-
sirable effects on total dynamic range of gradual
changes in illumination. When a uniformly illuminated
image has pixel-to-pixel variations in radiance which
regularly exceed the threshold, the threshold alone is
not sufficient to remove gradients superimposed on that
image. The problem is typically encountered in images
with significant pixel-to-pixel signal fluctuations which
are introduced by limitations of the image detecting
mechanism. Within a single image object, these varia-
tions commonly exceed the thresholds of plus or minus
one or two grey levels which typically are adequate in
fluctuation-free images. This degree of consistency ex-
ceeds the tolerance levels of typical electronic image
systems. Even with low-fluctuation images, 2 predomi-
nance of minute object detail can have similar effects.
Despite the already demonstrated abilities of a thresh-
old process, other techniques are important for many
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images to reduce the influence of gradients on the dy-
namic range of calculated lightness fields.

One mechanism alternative to a threshold for gradi-
ent removal is a system that combines a reset step with
a lightness field-determining operation in which many
different comparison segmental areas influence each
segmental area. Each segmental area has a different
history of spatial interactions with other areas, When
the history of interactions is limited, the influence of
random fluctuations is propagated along these limited
directions and causes local areas of unwarranted higher
or lower lightness. This unwanted propagation of ran-
dom fluctuations does not occur when each segmental
area is influenced by very large numbers of comparison
segmental areas. Instead, the random events cancel one
another.

In addition, a gradient is by definition a radiance
change in a particular direction. The combination mea-
sure which this invention provides does not emphasize
radiance gradients. The contributions of such gradients
are different in magnitude for each direction and spatial
parameter of comparison. Further, a gradient produces
a smaller change in lightness field calculations than an
object edge of the same magnitude. An extended edge is
equally detectable in all directions that cross it. It is
considered that the combination measure may empha-
size radiance changes produced by abrupt edges be-
cause most directions and most spatial parameters for
grouping segmental areas for comparison yield the same
measure of the change. Hence multiple measuring itera-
tions as described herein yield measures which rein-
force one another.

In the study of human vision one often finds in the
literature the division of segments of visual images into
two arbitrary categories: objects, and illumination. In

- addition, the literature contains numerous discussions of

how human vision discounts illumination, so that infor-
mation about objects in the field of view has greater
emphasis. This arbitrary division of visual images has
many exceptions. For example, shadows produce large
changes in sensation, despite the fact that they are inten-
sity variations in illumination. As another example,
gradual reflectance changes across the surface of an
object cause small changes in sensation, despite the fact
that they represent changes in the properties of the
object.

Instead of characterizing different portions of images
as objects and as illumination, it is more useful to char-
acterize them as radiance transitions that are abrupt, or
as radiance changes that are gradual. Radiance transi-
tions that are abrupt generate large changes in lightness,
whereas radiance transitions that are gradual generate

small changes in lightness. Signal processing systems

that produce lightness fields produce quantities that
correspond to lightness.

The foregoing lightness image processing of this in-
vention realizes these properties of visual processing by
calculating combination measures in such a way that
abrupt changes in radiance are characterized by a set of
reports all of which are the same. Furthermore, combi-
nation measures are calculated in such a way that gradi-
ents are de-emphasized by either a threshold or a tech-
nique using many comparison segmental areas with
different spatial interaction histories, or both.

Wraparound Insulation

Each image processor 20, 22 and 24 of FIG. 3 pro-
vides the foregoing measure of a radiance transition in a
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manner different from that previously described in the
case of a pixel that is paired with a location that: lies
beyond a boundary of the image field. This different
operation, termed wraparound insulation, minimizes
errors that otherwise can arise from the foregoing de-
termination of a radiance transition measure, e.g. a new
product, for a pixel located such that after the scroll
displacement it is to be compared with an out-of-field
location, i.e. a location that lies beyond a boundary of
the image field being processed.

The image processor which the invention provides
avoids this error by identifying, in each iteration, each
pixel that is to be compared with an out-of-field loca-
tion. The processor retains the old product for that
pixel, and uses it as the new product. This feature of the
invention is described with reference to an illustrative
iteration diagrammed in FIGS. 7A, 7B, 7C and 7D for
the image processor 20 and which involves pairing each

pixel with the one located (128) pixel units to the left..

Each FIG. 7 drawing shows only a portion of the pro-
cessor 20, and each designates the contents of each
illustrated refresh memory as mapped in four equal
sized regions, each of (128) pixels by (512) pixels. The
original image information which memory 28 stores in
the memory regions 28a, 28b, 28¢ and 284 is designated
as A, B, C and D, respectively.

The illustrated image processor 20 handles the out-of-
field situation which the scroll of (128) units presents in
a conventional manner. As FIG. 7A shows, the proces-
sor scrolls the information A, which is originally stored
in the leftmost region 28¢ of the first channel memory,
to the opposite side and places it into the right edge
region 36d of the memory 36 in the second channel.

FIG. 7A, which thus corresponds to FIG. 6A, fur-
ther illustrates this wraparound scroll operation with
the representation that the contents of the refresh mem-
ory 28, upon being scrolled (128) pixel units to the left,
have the format which appears in the memory map 64
shown to the right of the adder 48. This mapping of
information is stored in the second channel refresh
memory 36 by way of the feedback path 52. FIG. 7A
thus shows the contents of the two refresh memories 28
and 36 after the Step I scroll operation. The shading
designates the memory regions 282 and 36d which store
information that the scroll operation wraps around from
one memory border to the other, i.e. the memory region
which in this example stores the information A. Thus, in
every iteration described above with reference to
FIGS. 4 and 6, the image processor 20 scrolls the con-
tents of memory elements adjacent an edge or boundary
of the memory and wraps it around for storage in mem-
ory elements adjacent the opposite edge or boundary.

The transition-measuring image processing described
above with reference to FIG. 6, however, can encoun-
ter problems if it processes the wraparound information
in the same manner as other information. That is, imag-
ing errors are likely to arise in the present example if the
radiance information A wrapped around for storage in
region 364 of memory 36 is processed in the same man-
ner as the information in the other regions 364, 364 and
36¢ of that refresh memory. An example of this error
occurs where the original image being processed is of a
scene ifluminated from the right side with ten times
more light than on the left side. The 10-to-1 gradient in
illumination improperly dominates the Step I ratio cal-
culations where radiance information from pixels at
opposite sides of the image field are compared by virtue
of the scroll wraparound.
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The “ processor 20 which the invention provides
solves this problem by disregarding transition measures
which result from such wraparound ratios. The proces-
sor instead identifies each pixel where the radiance
information is compared with information that is
scrolled from edge to edge, i.e. where a wraparound
ratio is involved. The processor retains the old product
for each such identified pixel and uses that product in
the next iteration, instead of determining a new product,
as occurs for all other pixels. The processor 20, typical
of the processors 22 and 24, thereby insulates each itera-
tion from communication between image locations that
are separated in a direction opposite to the direction of
the scroll for that iteration.

FIG. 7B shows the same portions of the processor 20,
with the mapped contents of memories 28 and 36, as
FIG. 7A. The mapping 66 at the right of FIG. 7B de-
picts the logarithm of a ratio and hence depicts the sum
of the negative of the memory 28 contents and the mem-
ory 36 contents output from the adder 48 after the Step
I ratio computation of Equation (1). The right-most
mapping region 66d contains the sum designated
(A-D), wnich is a wraparound ratio, i.e. a difference
between memory contents which in the first channel
memory 28 are separated in the direction opposite to the
direction of the scroll that preceded the ratio computa-
tion. This sum manifests the wraparound error dis-
cussed above. The contents of the remaining mapping
regions 66a, 665 and 66¢ are correct and unaffected by
the scroll wraparound.

The illustrated processor proceeds in the same man-
ner described with reference to FIG. 6C with the Step
II computation of an intermediate product. FIG. 7C
shows the mapping of the refresh memory contents for
the second and third channels of the processor 20. The
contents of the memory 36 have the same mapping as
appears in the mapping 66 at the right side of FIG. 7B.
The refresh memory 44 contains old product informa-
tion designated as PA, PB, PC, and PD for the four
memory regions 44a, 44b, 44c and 44d, respectively.
The mapping 68 of the sum of these two memory con-
tents with the adder 48 appears at the right side of FIG.
7C. This sum is the intermediate product computed
according to Equation (2). The sums mapped in regions
68a, 686 and 68¢ are in the desired form, unaffected by
the scroll wraparound. The sum mapped in region 684,
however, is prone to scroll wraparound error.

The processor operation proceeds to the Step III
reset operation which the feedback look up table 54
performs, as described above with reference to FIG.
6D. The reset intermediate product is stored in the
second channel refresh memory 36, as FIG. 7D shows.

To execuie the last iteration step, i.e. the Step IV
averaging computation, the scroll device 38 scrolls the
contents of the second channel memory 36 by an equal
and opposite amount from the scroll effected in the first
step of FIG. 7A, i.e. a scroll of (128) pixels to the right
in this example. The mapping 70 in FIG. 7D represents
the second channel refresh memory 36 contents after
this scroll operation. The field of information is applied
to the adder 48 by way of the look up table 40. At the
same time, the contents of the channel three memory 44,
shown in mapping 72 juxtaposed with mapping 70, are
applied to the adder 48 by way of the look up table 46.

The illustrated processor 20 combines the two sets or
fields of information in a straightforward manner for all
regions of the mappings except for the region that in-
cludes information manifesting scroll wraparound. This
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is the information in the channel two memory region
36d, and which the scroll device 38 scrolled to the
mapping region 70a.

The processor 20 develops the new product informa-

tion for this region in response entirely to the old prod-

uct information in the mapping region 724, i.e. in the
region 444 of the third channel memory 44. As FIG. 7D
shows, the resultant mapping 74 of the adder 48 output
contains old product information in the region 74a. This
mapping region corresponds identically to the memory
28 region 28a designated in FIG. TA as containing infor-
mation which this iteration would subject to a scroll
wrapround. The remaining mapping regions 745, 74¢
and 744 contain new products computed as described
above according to Equation (4). The modified new
product which the mapping 74 represents is stored in
the channel three refresh memory 44, in accordance
with the flow chart of FIG. 4, Step IV.

One detailed operating sequence for determining a
new product which retains old product information in
the foregoing manner, as mapped in the memory region
744, is to save the old product information in a buffer or
other store of the program control unit 56, FIG. 3, prior
to the product-producing addition operation of Step I'V.
A subsequent operation writes the saved old product
information into the specified region of the third chan-
nel refresh memory 44. The program control unit 56
can identify the region of memory 44 which contains
old product information to be saved in this manner by
using the coordinate displacement information, i.e. (xn,
yn), which controls the scroll devices 30 and 38 for the
iteration in process.

Another operating sequence for effecting the forego-
ing wraparound insulation involves inserting a marker
digit in each refresh memory location which stores
information that is to be subjected to a scroll wrap-
around. The look up tables 40 and 46 can effect a com-
press function, with the sets of marked information,
different from that of FIG. 5B to yield from the adder
48 an averaging in which the resultant for the marked
memory locations is responsive exclusively to the old
product information. More particularly, according to
this alternative sequence, after the reset intermediate
product is stored in the second channel memory 36 to
complete Step HI (FIGS. 3 and 7D), the program con-
trol unit 56 clears the low order bit of every byte of
product information in both refresh memories 36 and
44. The control unit next writes a binary ONE into the
low order bit of only those bytes which the register of
the scroll device 38 identifies as being involved in a
scroll wraparound for that iteration. This selective stor-
ing of binary ONES tags or marks each byte of product
information in the memories 36 and 44 to identify those
which reflect scroll wraparound. The marked contents
of the memory 36 are next scrofled in the usual manner
with the scroll device 38.

However, instead of using the equal-weighting com-
press function of FIG. 5B as discussed above with refer-
ence to FIG. 6D, the second channel look up table 40
provides a selective-averaging transfer function shown
in FIG. 8A, and the third channel look up table 46
provides a selective-averaging transfer function shown
in FIG. 8B. FIGS. 8A and 8B show each transfer func-
tion for inputs of decimal magnitude (0) to (10); each
function ranges in the same manner shown for inputs of
magnitude (0) to (255).

Each selective-averaging transfer function processes
a byte of marked information differently from a byte of
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unmarked information. More particularly, each marked
byte is an odd-valued number because it has a binary
ONE in the lowest order bit plane, whereas every un-
marked byte has a binary ZERO in the low order bit

" and hence is valued as an even number. FIGS. 8A and

8B designate the transfer function for each odd-valued
input with a cross, and a circle des1gnatcs the function
for each even-valued input. -

The FIG. 8A transfer function produces a zerovalued
output in response to every odd-valued input, and pro-
duces a seven-bit output valued at one-half the magni-
tude of each even-valued input. That is, an input byte of
decimal value 1, 3, 5, 7. .. 255 produces an output byte
of value zero, whereas an input byte of decimal value
(8), for example, produces an output value of decimal
(4). With this transfer function of FIG. 8A, the look-up
table 40 in the second refresh channel applies a zero-
valued input to the adder 48 in response to each marked
byte, which is a byte involved in a scroll wraparound,
and applies a one-half value byte to the adder in re-
sponse to every unmarked input byte.

The look up table of FIG. 8B likewise produces a
one-half valued output for every even valued input
byte. However, it responds to each odd-valued input
byte to produce an outpiit value of the same magnitude.
With this transfer function, the look up table 46 re-
sponds to each unmarked input byte to apply a byte of
one-half the input value to the adder 48, but responds to
each marked input byte to apply a byie of the same
value to the adder 48.

The adder 48 responds to the fields of intermediate
product and old products transformed with these func-
tions to produce the desired “insulated” field of new
products which FIG. 7D shows with the mapping 74.

A Two Channel Image Processor

Before considering a further embodiment of the in-
vention, note that the image processor 20 described
with reference to FIGS. 6 and 7 employs three refresh
channels. The first stores original radiance information
regarding the image being processed. The second chan-
nel is used to perform calculations in accordance with
the lightness imaging process summarized in the flow
chart of FIG. 4. The third channel stores new product
information and presents it as old product information
for the next iteration. In contrast to these features, FIG.
9 shows another image processor 80 in accordance with
the invention. The processor 80 attains the same results
as the processor 20, but with two memory channels.
Further, it uses delay lines to effect scrolling in a time
domain, in contrast to scrolling in a spatial domain as in
the processor 20.

More particularly, the signal processor 80 has a first
refresh channel 82 with a refresh memory 84 that re-
ceives information from an input stage 86. The contents
of the memory 84 can be applied to different inputs of
an array adder 88 by way of either a negative look up
table 90 or a delay line 92. A second refresh channel 94
of the processor 80 has a memory 96 connected to apply
the contents to a further input of the adder 88 or to a
second adder 100 by way of a further delay line 98. A
reset look up table 102 is connected to receive the out-
put from the first adder 88 and apply it to the second
adder 100. The output from the adder 100 is applied to
a look up table 104 having a compress to eight-bit func-
tion as shown in FIG. 5D. The output of the look up
table 104 is the output from the processor 80. A feed-
back path 106 applied this output to the input of the
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second channel memory 94. The processor 80 operates
in conjunction with a program control unit 108.
The operation of the FIG. 9 processor 80 typically
commences in the same manner -as described for the

processor 20 with the first channel memory 84 storing a,
field of original image information proportional to the..

logarithm of the radiance at each element of the image
field. The second channel memory 96 is initialized with
the logarithm of a selected uniform radiance field. The
processor 80 reads information. from the refresh memo-
ries on a time sequential basis characteristic of conven-
tional shift register systems. With such operation, time
after onset of a memory scan or read operation is di-
rectly related to pixel location in the image field being
processed. That is, the information for successive pixels
is read out at known successive times in a memory read
operation. Further, each memory 84 and 96 can advan-
tageously use two orthogonal interconnections of the
memory elements therein, in order to accomplish image
displacements in either the x (horizontal) direction or
the y (vertical) direction with less delay than the time
required to read a single line of information from either
memory.

The processor 80 simultaneously performs the calcu-
lations of Equations (1) and (2) to produce an intermedi-
ate product. For this operation the processor simulta-
neously sums, with the adder 88, the three sets of infor-
mation identified by the three terms on the right side of
Equation (2), i.e. log op(0,0), log r(x,y) and the negative
of log r(0,0). To effect this operation, the contents of
the memory 84 as made negative with look up table 90
are applied to one input of the adder 88, the contents of
the memory 96 are applied to another input of the ad-
der, and the contents of the memory 84 are applied to a
third input of the adder by way of the delay line 92. The
delay line introduces a time delay that displaces the
information being read sequentially from the memory
84 in time by an amount equal to the desired (x,y) scroll.
The processor 80 thus generates the intermediate prod-
uct at the output from the first channel adder 88.

The intermediate product is reset with a transforma-
tion function similar to that of FIG. SE by applying the
signals output from the adder 88 to the look up table
102. For memories 84 and 96 that store radiance infor-
mation as eight-bit bytes, the reset function for table 102
transforms ten-bit bytes, which the adder 88 produces in
summing three eight-bit input bytes, to eight-bit bytes.
The reset product is applied to the second channel
adder 100, which sums it with information identified by
the additional term on the right side of Equation (4), i.e.
the log op(x,y) term. This information is in the memory
96 and is applied to the adder 100 by way of the delay
line 98, which imparts the same time delay as delay line
92. The look up table 104 compresses the resultant sum-
mation signal output from the adder 100 to effect the
divide by two operation for completing the average
computation of Equation (4). The resultant averaged
product information is applied by way of the feedback
path 106 to the second channel memory 96, where it is
written on the same time sequential basis with which the
memories are read.

The FIG. 9 processor 80 further has a buffer 110 to
store the information in the memory 96 that is combined
with wraparound information from memory 84. The
program control unit 108 reads the buffer-stored infor-
mation back into the memory 96 in place of the new
product information which results from locations that
are paired by way of a time-delay scan wraparound.

28
This use of the buffer 110 provides wraparound insula-
tion in the manner described above with reference to
FIGS. 7A through 7D.
Three image processors identical to the processor 80

. of FIG. 9 can provide a full-color 1magc producing

) system like the system of FIG. 3. That is, the system of
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FIG. 3 can be constructed with a two-channel proces-
sor 80 (FIG. 9) in place of each processor 20, 22 and 24.
It will also be apparent that the invention can provide
black-and-white and other single color imaging with a
system as shown in FIG. 3 which has only a single
image processor, instead of three as shown. Further, a
single-processor system can calculate all three lightness
fields for full color imaging with a time-sharing opera-
tion, i.e. by processing the red, the green, and the blue
components separately on a time sequential basis.

Multi-Size Pairings

The embodiments of the invention described above
with reference to FIGS. 3 through 9 employ pixels
which represent image sections of uniform size. Also,
the spacings between elements paired in each iteration
with these embodiments bridge a variety of distances
and extend in different directions. The invention can
also be practiced using different elements to represent
image sections of different sizes. As with the foregoing
embodiments, these further embodiments can be prac-
ticed using independent iterations or averaged itera-
tions, i.e. using either a reset intermediate product or an
averaged product as the final combined measure for
each iteration.

A first embodiment of this practice of the invention
with image elements of different sizes is practiced with
the system of FIG. 3 using the image processors 20, 22
and 24, although it can equally be practiced with the
same system using the processor 80 of FIG. 9 in place of
each processor 20, 22 and 24. As will become apparent,
the embodiment employs refresh memories with greater
storage capacity than in prior embodiments to attain the
same level of image resolution. In this practice of the
invention, the radiance information identifying the
image to be processed is recorded or otherwise stored,
as in a memory element of the program control unit 56.
The program control unit 56 also records the original
image information, as thus recorded or stored, in a por-
tion 120 of the first channel refresh memory 28, as FIG.
10 shows. The identical image information is also cop-
ied into four other portions of the memory 28 with
different reduced sizes and orientations, as mapped in
FIG. 10 in the memory portions 122, 124, 126 and 128.
The illustrated mapping thus stores five image represen-
tations, each perpendicular to and one-half as large as
the next larger one. Further, the several image represen-
tations preferably are stored spaced apart.

Those skilled in the art will recognize that other
devices can be used to generate different size images of
the same scene on a single detector array. Except for
the different orientations, the same image representa-
tions as shown in FIG. 10 can be produced by using five
lenses of different focal lengths and five different lens-
to-detector distances. The shortest focal length lens
forms an image representation analogous to the one
mapped in the memory portion 128 in FIG. 10. Each
successively larger image representation is made with a
longer focal length lens that makes the image represen-
tation twice the size of the previous lens. The longest
focal length lens forms the largest image representation,
analogous to the one mapped in the FIG. 10 memory
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portion 120. This embodiment does not require a high
resolution record of the entire image in the program
control unit 56 because each lens in the system makes
individual minified image representations of the scene.
The image representations, whether optically or elec-
tronically minified, are processed in the same manner.

The FIG. 3 system computes transition measures for
each image representation, in the same manner as de-
scribed above with reference to FIGS. 6A through 6D
and the flow chart of FIG. 4 (and with wraparound
insulation according to FIGS. 7A-7D), to compute a
field of new products for each of the multiple image
representations mapped in the memory 28 as shown in
FIG. 10. The scroll in each iteration, however, is se-
lected to compare only elements of the same image
representation. That is, the image representation stored
in each memory portion 120, 122, 124, 126 and 128 is
compared only with elements within that memory por-
tion. Comparisons between different image representa-
tions are avoided or are processed as scroll wrap-
arounds in the manner described above with reference
to FIG. 7. With perpendicular or like differently-ori-
ented image representations as in FIG. 10, the system
operates with uniformly-directed scrolls, which can
yield economies in implementation.

Upon completion of the selected number of such
iterations, the final new products for the several image
representations in the third channel refresh memory 4
represent the results of five independent lightness imag-
ing calculations that use diverse path directions to com-
pare elemental areas of different real size. The program
control unit 56 electronically zooms and rotates the
resultant average products for the different image rep-
resentations to identical size and orientation, and then
averages the several new product fields to form the final
single field of lightness-imaging products.

Table I lists, in order, the scroll coordinates for a
two-hundred-iteration operating cycle for processing
different image representations as shown in FIG. 10 in
the foregoing manner. The Table identifies each itera-
tion by number, i.e. (1) through (200), and presents the
(x) and (y) scroll displacement coordinates for each
iteration. The practice of the invention as described
with reference to FIGS. 3 and 10 and Table I employs
larger capacity memories to store the multiple image
representations with equivalent resolution, as compared
to the practice according to FIGS. 3 and 6.

TABLE 1
i 1 1 60 0 -1
2 0 1 61 1 -1
3 1 1 62 0 -1
4 0 1 63 —1 -1
5 —1 i 6 0 ~1
6 -1 0 65 1 ~1
7 -1 1 66 0 -1
8 -1 0 67 —1 -1
9 -1 -1 68 —1 0
10 0 ~1 69 —1 —1
1 —1 -1 70 —1 0
12 0 -1 71 -1 1
13 -1 ~1 72 0 1
14 0 -1 73 -1 1
15 1 -1 74 0 i
16 0 -1 75 i 1
17 -1 -1 76 0 1
18 ~1 0 77 -1 1
19 -1 -1 78 0 1
20 -1 0 79 1 1
21 -1 —1 80 0 i
2 -1 0 81 1 1
23 -1 -1 82 1 0.
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TABLE l-continued
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TABLE 1-continued

165
166
167
168
169
170
17
172
173
174
175
176 0
177 1

O = O =

—1
—1
-1
—1
—1

1
1
1
0
1
0
-1
-1
—1
0
-1

Another embodiment of the invention with pairings
of multi-size image sections is identical to that described
with reference to FIG. 10 except that each image repre-
sentation is processed with a sequence of iterations
which may differ from the sequences used to process
other image representations. Each sequence has approx-
imately the same number of iterations, but the magni-
tudes of the distances between paired segmental areas
are tailored for each size of image representation. It will
also be apparent that each image representation mapped
in FIG. 10 can be processed with a separate image pro-
cessor tailored for the size of whichever image repre-
sentation it processes.

Sequential Progression of Sizes

Alternative to processing the different image repre-
sentations independently of one another, as described
with reference to FIG. 10, improved image quality after
equal or fewer iterations results when the several image
representations are processed sequentially and the new
product determined for each image representation is
used as the initialized information for the third channel
refresh memory 44 (or for the second channel memory
96 when each processor is of the two-channel construc-
tion shown in FIG. 9). It is further advantageous to
process the image representations in this ordered se-
quence starting with the smallest image representation
as shown in FIG. 10 in memory region 128, and pro-
gressing to the largest.

FIG. 11 shows a full-color image-producing system
for this practice of this invention. The illustrated system
has an input stage 130 which applies image-responsive
radiance information for each of three color bands to
different ones of three memories 132, 134 and 136. A
program control unit 138, illustrated as connected with
all other elements of the system beyond the input stage,
controls the operation of three image processors 140,
142, 144, illustratively each of the two-channel con-
struction described above with reference to FIG. 9.
Each processor 140, 142, 144 is connected to receive
image information from one memory 132, 134, 136,
respectively, by way of a zoom stage 145. An output
stage 146 receives the processed image signals from the
three processors to provide the color masking, exposure
control and like further signal processing as appropriate
and to provide the desired display or other output pre-
sentation of the lightness processed image.

The system first stores the logarithm of the radiance
information for each element of the image field, for each
of three wavelength bands, in different ones of the
memories 132, 134 and 136. The program control unit
138 reduces the size of the information field in each
memory 132, 134 and 136 by a factor of sixty-four with
the zoom stage 145, and stores the minified image field
in a one-sixty-fourth portion of the first channel refresh
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memory 148 of each processor. The control unit 138
similarly initializes, preferably with the logarithm of a
selected uniform radiance field, a correspondingly lo-
cated one-sixty-fourth portion of the second channel
refresh memory 150 in each processor 140, 142, 144.
The control unit then performs with each processor a
selected number of iterations, each as described above
with reference to FIG. 9, using only the one-sixty-
fourth portion of each memory which stores image
information.

Before the program control unit 138 executes a sec-
ond cycle of iterations, the new product results of the
last iteration of the prior, first cycle are magnified, with
the zoom stage 145 and by enabling data paths 152 and
154 shown in the processor 144, by a linear factor of
two to initialize the second channel memory 150 of each
processor for the next set of iterations. The zoom stage
145 initializes each first channel memory 148 with a
sixteen-to-one area reduction of the information field in
each associated memory 132, 134, 136, using one-six-
teenth of the refresh memory. The resultant new prod-
uct in each second channel refresh memory 150 is again
electronically magnified and placed in a one-quarter
portion of that memory to initialize it for the third cycle
of iterations. Similarly, the first refresh memory in each
processor receives, in a one-quarter portion, a four-
to-one area reduction of the original image field infor-
mation in its associated memory 132, 134 and 136. After
executing the third set of iterations, each processor is
again initialized, this time using the entirety of each
refresh memory. The results of the fourth set of such
iterations yield in each second channel memory 150 a
full-size field of lightness-identifying new product infor-
mation for producing the desired display of the image
field. ’

The system of FIG. 11 thus performs multiple cycles,
each of multiple iterations and each using a successively
larger field of image-identifying information. Each
cycle produces a field of new product information
which is electronically zoomed or magnified to form
the initial old product for the start of the next set of
iterations. FIGS. 10 and 11 thus illustrate practices of
the invention using differently-sized image elements in
different processing iterations.

Table 11 is a list of thirty-two numbered pairs of rela-
tive time delays for one specific practice of the inven-
tion, used for each of the four cycles as described for the
system of FIG. 11.

TABLE 11
1 i 1 17 1 0
2 1 1 18 1. 1
3 1 1 19 1 1
4 1 1 20 0 1
5 1 1 21 0 1
6 1 1 22 —1 1
7 1 0 23 -1 1
8 1 0 24 -1 1
9 1 0 25 -1 1
10 1 0 26 -1 1
11 1 0 27 -1 1
12 1 0 28 -1 1
13 1 -1 29 ~1 1
14 1 -1 30 -1 1
15 1 -1 31 -1 1
16 1 -1 32 —1 1

Another embodiment of the multiple-size pairings
uses a combination of optical and electronic techniques
to change the size of the image. Here a zoom lens is
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employed to make a series’of different siZe imagé repre-
sentations of the same scéne. The system first sets the
zoom lens to the smallest specified representation of
objects in the scene. The optical image under this condi-
tion includes more of the entire field of view because at
this setting the lens has its widest angle. The desired
portion of the scene is imaged in the center of the detec-
tor array and represents the image in relatively few
pixels. The remainder of the image formed by the lens is
called the peripheral image. In some applications the
. process can ignore the entire peripheral image by using
techniques analogous to those described regarding
wraparound insulation. In other applications, the pro-
cess benefits from using the peripheral image informa-
tion in calculating lightness fields that are influenced by
segmental areas outside the final desired image.

In both cases, whether the peripheral image is in-
cluded or not, the lightness field is calculated in the
manner described with FIG. 9. The long distance,
global interactions are performed first, in relatively few
iterations. The processed image is then zoomed by elec-
tronic means to twice its original size by rewriting each
pixel in the preceding image representation as four pix-
els. If desired, any known shading element can be used
to smooth the edges of each four-pixel area. The new
enlarged image is sent to the product memory 96 in
FIG. 9 to serve as the array of previously determined
values for the next stage of computation. The system
next sets the zoom lens to form an image twice the size
of the previous image and enters it at the input stage 86
in FIG. 9. The process then computes the next stage of
the calculation for the slightly less global interactions.
The system repeats this sequence a number of times, and
for each successive iteration stage, the contents of the
second channel memory 96 are zoomed by electronic
means, and the image information in the input stage 86
is zoomed by optical means, each time to produce im-
ages of the same size. The final calculated lightness field
has the benefit of both global and local interactions. As
described above, this system can be implemented so that
the lightness field of the desired image benefits from the
information in the ultlmately discarded peripheral im-
ages. :

A Lightness Imaging Camera

FIG. 12 illustrates, in a schematic manner, an applica-
tion of the invention to a self-developing camera 160. A
light-tight camera housing 162 mounts a lens 164 that
focuses the desired viewing field onto the photosensi-
tive surface of a multi-element CCD array 166. The
array 166 includes the electronic circuits of a program
control unit and of three image processors, together
with color masking and exposure control circuits as
described above. A multiconductor cable 168 applies
the resultant lightness imaging signals to a light emitting
diode (LED) array 170. The lightness imaging signals
from the CCD array 166 energize the arrayed. light
emitting diodes to expose a film unit in a film pack 172
through a transparent optical plate 174, which could, if
desired, be lenticulated. The camera includes a pair of
motor driven spreading rollers 176 and associated
mechanism for withdrawing each film unit from the
film pack after exposure and ejecting it from the cam-
era, as illustrated. with the film unit 178, in a manner
which initiates the self- developmg process known for
self-developing cameras such as those manufactured by
the Polaroid Corporation.
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This type of camera has a number of unique design
features that take advantage of the physical properties
of the components. The individual detector elements in
the array 166 can be small, even in comparison to the
size of the individual elements in the light emitting array
170. The latter array in turn is matched to the resolution
of the film. The use of a small detecting array is advan-
tageous because it allows the use of relatively short
focal length lenses for the same size final image, i.e. film
unit 178. A short focal length lens 164 means that the
camera is proportionally less thick, and that the optical
image has proportionally greater depth of field, thus
making the requirements for focusing less demanding.
In addition, shorter focal length lenses have smaller
f/numbers for the same diameter aperture.

An array of charge coupled devices (a CCD array) or
of charge induction devices (a CID array) is particu-
larly appropriate for the practice of this invention be-
cause of a combination of physical properties. First, this
type of photoelectric transducer is specifically designed
to report the radiances of a large number of pixels.
Second, these detectors respond to a large range of
radiances. This enhances the ability of the system to
correct for the large dynamic ranges of radiances found
in natural illuminations. Third, either array can addi-
tionally serve as a memory device. In principle this dual
property of the CCD or CID array, being both detector
and memory, can lead to a multilayered embodiment of
FIG. 9 that includes at least an input stage 86 and mem-
ories 84 and 94 in a single integrated circuit chip. Corre-
spondingly, a FIG. 3 processor 20 can be constructed
with at least the input stage detector 14 and the first
channel memory 28 in a single IC chip.

The embodiments described above thus provide effi-
cient lightness-imaging systems that provide both local
and global computational interactions of radiance infor-
mation. A succession of the interactions compares radi-
ance information from image locations that are spaced
apart by an ordered succession of distances, or com-
pares radiance information of image representations
having an ordered succession of magnifications. The
embodiments further advance retinex processing by
operation on a field basis, rather than on a location by
location basis. A practice of this feature with a field of
(512)? locations, and employing two memories each
having capacity to store the entire field, can rapidly
calculate and store one-quarter million parallel one-step
sequences of reset ratio products. The advantage of this
approach is that a single operation comparing two fields
of information accomplishes—in this example—one-
quarter million parallel computations. Succeeding itera-
tions can build on the sequential product image in such
a manner that N iterations accumulate information at
every location along a patterned N-jump excursion on
an individual path. Compared with prior practices in
which each operation deals with only a single pair of
pixels, these features can achieve time savings over
prior practices of a factor approaching the number of
locations.

The described embodiments manifest a further signifi-
cant advance in processing efficiency by using field-by-
field processing.

Combining image-information fields produced with
successive processing iterations in accordance with the
invention has maximal productivity in conjunction with
another feature which the foregoing embodiments dem-
onstrate. This feature is the pairing of image field loca-
tions employing a spatial parameter that changes from
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iteration to iteration. Every pairing, and correspond- nally, a separate list is included of the subroutines, with
ingly every iteration, brings to one pixel or location the ~ comments on the functions they serve.
information accumulated by the pixel paired therewith.
This process yields a geometric growth in information
accumulation such that there are 2¥—1) such accumu- 5

Data File for 18-step OperationA

lations after N iterations. One end result of a lightness- - 1800102 18 jumps, controlled, (not used),
computing process which employs diverse interactions BAZ4 f”;gg:::’;; ?;‘::’;f,:g !20 PP
in this manner is a real time maging system. o 1 threshold =0 grey levels

Yet another feature of the invention which the fore- S ! weighting of old log(sum)="50%
going embodiments implement is the ordering of itera- 10 2560,
tions. The resetting function, which the lightness-image 0,256
processing of the invention employs to establish lighter
areas as references, is a non-linear operation that makes —128,0

the ordering of iterations important. The combining of
successive iterations in accordance with the invention
with a geometric average has been found to produce 64,0

i

1

1

]

1

1

15 0,128 ]
}

optimal results when the larger field displacements pre- %
i

]

cede smaller ones. The resetting function preferably 0,64
establishes reference to an extreme or limit level of ~32,0
lightness, e.g. bright white or total black. 20 1 18x,y pixel jump components; one pair/line
Three appendices are attached hereto. Appendix 1 is 160
a computer program listing for one specific practice of 0.16
the invention as described above with reference to ’
FIGS. 3 and 6 and using either the eighteen-step cycle 25 —80
described with reference to FIG. 2 of a fifty-six step 0—3 {
cycle. The listing is in Fortran language and is prepared ’ 1
for use with an International Imaging Systems Model 70 4,0
image processor controlled by a DEC PDP 11/60 com-
puter operating under RSX 11M. ” 04
Appendix II is a further description of a preferred ™ = _j4
form of the color mask stage 58 of FIG. 3 for one prac-
tice of the invention. 0,~2" ]
Appendix III and FIG. 13 further describe a pre- 0
ferred embodiment of the exposure control stage 60 of ;5 ! 1
FIG. 3 for one practice of the invention. 01 ]
It will thus be seen that the objects set forth above,
among those made apparent from the preceding de-
scription, are efficiently attained. Since certain changes
may be made in carrying out the above methods and in 49 Data File for 56-step Operation
the constructions set forth without departing from the 56,0,0,1,0,2, 56 jumps, controlled, (not used),
scope of the invention, all matter contained in the above multi-color, separations 0 to 2
description or shown in the accompanying drawings is gm ' iﬁm"d face image, scaled to 4 decades
A . . H . e, eshold =0 grey levels
to be interpreted as illustrative and not in a limiting 5. tweighting of old log(sum)=50%
sense. One change, among numerous ones, is that the 45 - 128,128]
invention can be practiced with equipment which oper- —1280]
ates on an analog basis, rather than with the digital o. 121822}
equipment of the described embodiments. 0,—128]
It is also to be understood that the following claims 1280 ]
are intended to cover all of the generic and specific 50 1280 ]
features of the invention herein described, and all state- : 2'4122 ;
ments of the scope of the invention which as a matter of 640 ]
language might be said to fall therebetween. g,—z
APPENDIX I 55 2,3
A program (named EYEFLY) is provided with a 064 1
data file (in lines 51-77 of the following program lis- 3232 ]
ting), and the operator controls specific features of the ‘ggvg '
sequence of iterations. Two samples of this data file 032
follow: The first specifies a set of eighteen iterations as 60 0,32
discussed with reference to FIG. 2. The second speci- © 320
fies a set of fifty-six iterations for use in producing a 323'2 ]
variety of images that exhibit the effectiveness of the 1616 1
process. —160
Following the data files is a complete, commented, 65 —160 Lo o
277-line listing of EYEFLY, after which appear indices ‘ g’:ig i 136,y pixel jump components; one pair/line.
of program sections, statement functions, variables, 160 ]

arrays, labels, and functions and subroutines used. Fi- 160 ]
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-continued - ;.

Data File for 56-step-Opétation

0,16 ]
8,8 ]
—80 1]
—-80 ]
0,—8 ]
0,~-8 ]
8,0 1
8,0 ]
0,~8 ]
0,~8 1}
8,0 1
80 ]
0,8 ]
4,4 1
—40 ]
—40 ]
0,—4 ]
0,—4 |
4,0 ]
4,0 ]
04 ]
2,2 ]
-20 ]
-20 ]
0,~2 ]
0,—-2 ]
20 ]
20 ]
0,2 ]
FORTRAN IV-PLUS V02-51 20:31:22 22-JUL~-80 PAGE 1
EYEFLY.FIN /TR:ALL/WR
0001 PROGRAM EYEFLY
c EYEFLY does instantaneous Retinex processing on a (log-energy). image.
0002 PARAMETER MXITER=16, MXCTRL=100
0002 INTECGER IDIRX(0:7),IDIRY(0:7),LUTNEG(256) ,LUTRAT(256) ,TOTX, TOTY
0004 integer indirx(0:7),indiry(0:7) ,RANDOM,cfalse,fulimg
0005 integer jum{mxiter) ,nho(mxiter),iep(mxiter) ,npa(mxiter)
0006 real chi(mxiter) ,dhi(mxiter) ,ehi(mxiter) ,aha(mxiter)
0007 INTEGER JCX(MXCTRL) ,JCY(MXCTRL)
0008 real co(0:1)
0008 integer buff(2048)
0010 integer lutlin(256) ,TEMP,avpath(0:255,0:1)
0011 INTEGER FCB(6),VRTC, ICHAN(3) ,scrach(0:2585,0:1)
0Cl12 byte MORE,OK, ISLOW, IPATH,onwerd,ever ,name(30) ,comfil (30) ,basis(30)
0013 byte tname(30) ,namout (36)
0014 equivalence (avpath(0,0),buff(1)),(lutneg(l),buff(1025))
. 0015 DATA INDIRX /0,1,1, 1, 0,-1,-1,-1/
0015 DATA INDIRY /3,1,0,-1,-1,-1, O, 1/
0017 oldp(ihop,itot)=C+ D/ihop + (E*ihop)/itot !Define combining fraction
o of successive iterations as a function of hop number.
oole call normal (fcb,buff,3,-5)
C
o
c INITIALIZE SYSTEM
c
C
0019 call rbutn(fcb,icbut,icx,icy)
0020 DO 3 N=1,256
0021 randy=ran(irl,ir2)
0022 LUTLIN{N)=N-1
0023 LUTRAT(N)=2%(N~128) 1will expand compressed ratios
0024 3 LUTNEG (N} =256-N 'Will help compute ratios
0025 LUTRAT (256)=255 1Else would overfiow, from 256 to ~256.
0026 call data(name,'4,,34,')
0027 call data(basis,'l,,’)
0028 do 4 m=1,1024
0029 4 buff(n)=0
003¢C call ofm(fcb,buff,1,0,0) imake blue invisible; green will be
c too, due to CONST, most of the time, except in FREEZE.
0031 DO 434 N=]1,255,2
0032 SCRACH(N, 1) =0
0033 434 SCRACH(N,0)=N 1 ODDO~-NUMBER SIGNS FULL-WEIGHT TO OLD PRODUCT.
c o .
0034 CALL LUT(FCB, LUTNEG, 2,4,0,0) iGreen gets neg. input fram chan. 2
0035 CALL LUT(FCB,LUTLIN,2,2,0,0)
0036 CALL LTCNT(FCB,6,2,0,0) !Green = channel 1 - channel 2
0037 CALL LUT(FCB, LUTRAT,4,2,0,0) tReady to use ratios
0038 CALL LUT(FCB,LUTLIN,4,1,0,0) ! AND 0ld sequential products
0039 DO 20 N=],512 !TFM maps -255 to O, 0 to 127, and 255 to 25S.
0040 TEMP=(N-1) /2
0041 IF(IABS (N-255) .LE. INTEPS) TEMP=127
0042 20 buf £ (N)=TEMP

38
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0044
0045
0046

0047

0048

0043
0050

0051
0052
0053
0054
0055
0056
0057
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0059
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0062
0063
0064
0065

0085
0067
0068
0069

0070
0071
c072
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0074
0075
0076
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o078
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0080

0081
0082
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0084
0085
0086
087
0088
0089
0080
0091
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0083
0094
0095
0096
0097
0098
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CALL IFM(FCB,buff,512,511,0,0,0) ICHANGE, 2/20/80, TO LOAD ONCE ONLY
[ USE GREEN CONST™512; won't affect normal feedback of green,avPIFn.

call const(fcb,0,512,0,0,0) .

do 30 j=1,256

30 buff(3)=3-1
do 31 3=257,511

3 buff (§)=255 twhite referenc. "~rces all white-exceeders back to 255,
call ifm(fcb,buff,0,511,0,0,0)
type 19, *,7

¢

[ .

c LETEFRMINE NWME OF CONTROLLING DATA FILE ™ OPEN IT

[

C

call demo{'EYEFLY*,input)
ITYP=0 ’
if(input.ne.l} go to 2300
type *,'Enter dats file for EYEFLY.'
accept 19, (comfil({4),3=1,29)
DO 2200 Ne1,29
IF(COMFIL (W) .ME." ') ITYP=l
2200 CONTINUE
2300 IF(ITYP.EQ.0) call data(comfil,'[1,5]eyefly.dat’)
OPEN (UNIT=2, MAMEwmcomfil,TYPE«'OLD',READONLY)
read (2,9) nhi,RANDXM,cfalse,ful img,minch,maxch
C —Input § hierarchies, random/controlled switch, multi-color/l separation
C —switch, unused variable CFALSE, minimun, maximue color channel #'s.
namlet=4
if{fulimg.eq.l) namlets?
read (2,18) (name(i),i=namlet,29)
If{RANDOM.NE. 1} GO TO 350

[+
¢ .
Cc FOR RANDOM WALXS, for each "hierarchy of level®,
C here input the jump size, § jumpe, threshold, § paths, § that jump ahud,
C  and coefficients for pooling fraction.
[
<
do 300 =), nhi
read {2,39) jum(n},nho(n),iep(n) ,npa{n) ,aha(n}
300 rexd (2,69) chi(n),dhi(n),ehi{n)
GO TO 400
[
[
c OR, FOR CONTROLLED JUMPS, read in the single threshold, pooling
c fraction coefficients, and the x,y, components of every
c junp-vector, and conventionally define exactly one “hierarchy”
o of one "path® composed of these vectors.
[
(o
350 read (2,9) inteps
read (2,69) C,D,E
do 360 mel,nhi
350 read {2,9) jex(n) dcs'(n)
nurenhi .
NHI=1 {MHI for controlled seriess]l long path of variable jump-sizes!
NPATHS=) )
::00 CIOSE (UNTT=2}
c .
g UETERMINE THE NAMES OF INPUT & OUTPUT IMAGES
~

if(input.ne.1} go to 2400
type 509,7, (name(1) ,i=namlet,29) ) .
if(fulimgy.eq.l) type #, 'will store sections of color image:
1 <ret> or enter input IMAGE-name.’
accept 99, (tname{i) ,i=namlet,28)
do 490 j=namlet,29
if (tname(j).ne.' ') go to 495

480 cont inve

GO TO 2400

495 do 496 jenamiet,29

496 name( j)=tname(j) Iwe allow terminal input of image-name
mbande)

2400
wxband=D
if(fulirg.ne.l) go to 2500
mrbandsminch
mxbandsmaxch
call data{namout,'l,sl,34,")
call data(namout(9),name(7))
do 2410 1=9,30 . ’
if(nanou\:tl) .eq.' '.or.ramout(l).eq.'.'} go to 2411
2410 continue
stop 'Disk filename too long.'
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if (namout (1) .eq.'.") go to 2415
namout (1)='P'  Iprocessed in‘ges gets "P" at the end of its name.
go to 2500
do 2420 1=29,1+1,-1
nanout (n)=namowt (n-1)  Ibump letters forwerd to make room for."p"
namout (1)='p*
continue
TIMEC=secnds{0.)

NONOO

1OOP OF DIFFERENT COLOR SEPARATIONS

DO 1000 IBAND=MNBAND, MXBAND tifl1do multiple colors in one rumiiis}
call ones{buff,l,~1} IWREF (all bits on) in chan. 0.

LOOP OF SUCCESSIVE HIERARCHY LEVELS FOR RANDOM PATHS
OF DIFFERENT JUMP-SIZE

do 500 IHI=1,NHI

if(fulimg.eq.1) name(S)=iband+'0' finput channel picked from image
call dazz(name)

type *,' ° 1skip along, so TOTX etc. doesn't over-write messages.
if (random.ne.l) go to 150

INITIALIZE HIERARCHY-SPECIFIC CONSTANTS (jump size,
possible vector components, pooling fraction coefficients)

oOoONNOO

o

Jumpsz=jum({ihi)

IFAR®512-JUMPSZ ! far adge of screen (requiring insulation) starts here.
mmanho { {hi)

intepemiep(ih{)

npathssnpa{ihi)

ahesd=aha (ihi)

e=chi (ihi)

Smdhi (ihi)

we=ehi (ihi)

TYPE *,'Jump size {(max 8}, § of hops, integer thresh, NPATHS,

1 AHEAD (4i5,£7.2)'

TYPE 39,JUMPSZ,NUM, inteps,NPATHS, AHEAD

if (npaths.le.0) npathow]l

if{ahead.le.0) ahead=D,3

type *,'Real coefficients C,D,E to calc. fraction weighting old SEQPR'
type 79,nun,mm

TYPEZ 69,¢,d,e

type *,'Hit button A to pause and consider urly exit.'

. TYPE 19 1Space forwsrd

IF(JUMPSZ.LT.0 .(R. JUMPSZ.GT.504) JUMPSZeg
DO 6 N0, 7

-IDIRX (N)=INDIRX (N) *JUMPSZ

IDIRY (N)=INDIRY (N} *JUMPSZ

LOOF OF MULTIPLE PATHS AT GIVEN HIERANCHY LEVEL
(First, initialize path-specific parameters)

~oOanNnoon

do 200 np=],npaths

lastgowran(irl,ir2)*8.

TOTX=0

TOTY=0

{f(np.eq.l.or.ihi.gt.l) go to 8

call ones(buff,l,~1) {WREF (all bits on) in chan. 0,

1O0P OF INDIVIDUAL JUMPS ~-the INNER WORKINGS!!

DO 100 NHOP=1,NUM
1f (NOSTOP.eq.1) GO TO 16

GNoOOONNoD

Optionally, view progress on this path so far,

{f(NEEDCR.eq.1) call rbutn(feb,ichut,ix,iy)

CALL RBUTN(FCB, IBUT, IX,IY)

NEEDCRwO tusually will mot necd to clear button next time.
IF{IBUT.NE.1) GO TO 16

. TYPE *,'HIT button B to resume process, C to see original, D to exit,’

TYPE 19 1Space forwmrd

call wmitic{2)}

call rbutn(fch,ibut,ix,iy)

if(ibut.ne.l.and.ibut.ne.2,and. IBUT.NE. 3. 80, ibut .ne. 4. and.!but.m.a)
3 go o 7
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++ 43
0152 if(zbut.eq 8) call exit ) o
0153 if(ibut.eq.2.0r  JBUT.EQ:3) ‘goito 15 .
0154 call ltent(fcb,ibut,4,0,0) 1show channel D vs. chlmel 2
0185 go to 7
0156 15 NEELCR=] tbut -here;, - must: clear;.and now is too early.
0157 call 1tent(feb,1,4,0,0)
0158 16 if(ibut.ne.3) go to 17
015% type *,'Enter FREEZE usk 1 :hift. 2 rnio, 4 mprdwt‘
0160 accept 9,mfroze .
0161 17 IF (RANDOM.NE. 1) GO 'ro 11
C
c
c IF RANDOM, DETERMINE SPECIFIC VECTOR FOR THIS JUMP:
g (probabil!ty = 1.-AHEAD of veering off course of last jump)
G
0162 randy=ran{irl,$r2)
0163 . MOVE=LASTGO . .
0164 IF(randy.le.ahead) GO TO 10
0165 IDEL=1
0166 - IF{randy.LT.(1l.+ahead)/2.} IDELw-1
0167 ) MOVE«JFMCD (LASTGO+IDEL, B)
0168 10 TASTGOSMOVE
0165 MOVX=IDIRX {MOVE)
0170 MOVY=IDIRY (MOVE)
o171 ) go to 12
[«
[
c QR, TAKE VECTOR from i{nput list, and £ind
c its magnitude and that of complementary urap-uou-d edge.
[
(o
0172 11 wovx=jox (nhop)
0173 wovy=jcy{nhop}
0174 Junps remax {abs (movx) ,abl(my))
0175 {far=512-jumpsz
0176 12 TOTXTOTX+MOVX
0177 TOTY=TOTY+MOWVY ‘
017 TYPE 43, TOTX,TOTY,nhop 11ype accumulated excursion of jumps so far.
c
[+ EXTEND SEQUENTIAL PRODUCTS!!SIEIERISIISSI2LLIYIL
c Next five lines beginning with "CALL..." pezfom the vital functions:
[ 1) shift Original Image
[ 2) Peed it to Intermediate Channel
[+ 3) Peed back Ratic of shifted original to the Intermediate.Channel
c 4) Enable the Contributors to the Intermediate Product
c 5) Peed the Intermediste Product back to the Intermediate Channel
¢ .
C ; . — "
0179 CALL LTONT(FCR.4,1,0,0) {Enable blue from chan. 2, latest image-shift.
o180 -+ CALL feedm2 (buff,l,1,-1,1,MOVX,MOVY)
0181 1f(imd(mfrnze 1) .ne.0) call freeze(2,2) !(optioml peuse for a louk}
0182 CALL FIBCK(FCB,2,2,-1,0,0,0,0) 3$Store "ratios™ in channel 1.
0183 CALL LTONT(FUB,3,4,0,0) iRed from (log seqpr)+{log ratio) - .
0184 ££(1and {(mfroze,2) .ne.0) call freeze{2,4) - {RED uses utio ur
t{optional pause for a look)
0185 CALL fudtnz(butf 4,1,-1,0,0,0)
0186 if{iand (mfroze,4) .ne.O) call ftuntz.i'} t{optional psuse for a laok)
0187 call ltent(fcb,1,4,0,0) lwant to wetch the progress of sequential prod.
[ IP MOVEDM0, influence just spread in positive direction,sc
c we must safekeep Ist several rows from wrap-around by copying
[~ the 0D product (chan. 0) there into the part of new product
[ (far odge) that WOULD otherwise change them when old, new are
C averaged, .
c IF MOVEDXD, vice-versa, ‘That is, safekeep higher rows of old
[ into lower of new. . .
c - o
€ —Revision AGAIN, 2/16/80, 11 pm. New method is faster and will handle
[of cases where both MOVX and MOW are nonzero.. Wrap-around zones are
c sarked with ones in bit-plane zero (detail lost anyway with O=,50!)
c These marked areas effect 100% weighting of old product, thanks
[~ to 434-loop initializing of SCRACH arrays, above,
c - P
[ CLEAR OUT ROOM FOR and then MARK WRAP-AROUND ZONES
G
0188 call fadbek(feb,2,3,1,1,0,0,1) !uro out plane 0 of cha 1s 0,1
0189 .. IF{JUNMPSI.EQ.256) G2 TO 1035

(o INO wrap-a'omd" \nrries tor mique .:IUHPSZ-( o1 ven width) /2t
0180 do 1030 j=0,1 - =’
0191 mov ed=movy 13 (dxrection) O=> rous. for which Y—d;ange is key.
0192 if{j.eq.1} moved=movx T e
0193 if(med.eq.ﬂ) qa to 1030 o work nesdad - LN
0184 i fromm0 Chlate e S R

195 if(moved.lt.D) ifzm-ifar
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itowifar-ifrom )
call markl(buff,jumpsz,ifrom,ite,1,3,2)

1030 continue

103% cont inue

MmOy

= {~movx/8198

if (me lt.-movx) mocemdE

ipx=mx- (~movx) INeed to "unscroll® the new segquential product
before it can be (averaged with old) and fed back to chan. 0.
So, as in feedm2, we break down every X scroll into & scroll and

a (negative) rightwsrd 0-7 pixel offset: do the offset first,

O-to~7 pixel “offset® for precise unscrolling

ononnn

if(ipx.eq.0) go to 33

call image(fcb,buff,512~ipx,0,512%ipx,1,2,-1,1,1,0,0,0,0,1)
CALL LTCNT(FCB,2,2,0,0)

call fdbek(feb,2,2,-1,1,38p%,0,0)

call ltent(fch,6,2,0,0) IGet green ready for next RATIO acain.
call image(fcb,buff,0,0,512%ipx,1,2,-1,1,1,0,0,0,0,0)

{Residual) UN-SCROLLING OF INTERMEDIATE PRODUCT

W

call scrol{fcb,mx,my,2,0,0)

SET UP COMBINATION OF INTERMEDIATE, PREVIOUS PRODUCTS

OMNOoNOoWwOnn

if (nhop.gt.l.and.d.eqg.0.and.e.eq.0.) go to 435 1SCRACH arrays ready.
oh=oldp(nhop,num)
if(oh.1t.0) olmD,
if(oh.gt.).) oh=1,
co (0)=ch
co(l}=1,~ch
do 34 ic=D,1
do 34 rm0,254,2
34 scrach(n,ici=co(ici*n
do 35 ic=0,1
35 eall lut{fecb,scrach{0,ic),),2**ic,0,0)
435 call ltent(fcb,3,1,0,0) 1Blue will be a weighted avg. of old,new SEOPRs

Feed back Combination to SEQUENTIAL PRODUCT CHANNEL
call fdbck(fedb,l1,1,-1,1,0,0,0)

w (o]
mnn (2]

¢
c RE-ZERO the scrolling register needed for “UN~-SCROLLING®
&

call scrol{feb,0,0,2,0,0} ITROBLE, {f don't reset.
100 CONTINUVE ’
cﬁt"’ﬁilti

if{npaths.eq.]) go to 200 i averaging to do!

CALCULATE RESULT FROM AVERAGE OF MANY PATHS, and
{optionally) compare it to single most recent path,

onNnnnog

IF(NP.NE.O) call dazz('2,,,eye.tem;1’)
do 180 m=0, 255
avpath(n,l)=(({np-1)}*float(n}}/float({np) laverage of old paths

180 avpath(n,0)=float (n) /float{np) Inew path

€ Weight accumulated avg. UP by a factor of (NP-1) compared to nhow sinmle path,
do 185 rm0,] .

185 call lut(fcb,avpath(0,n),4,2%*n,0,0) imake RED = updated averxje,
call ltent{fcb,3,4,0,0)
eal)l fdbek{feb,4,2,-1,1,0,0,0)
CALL LUT(FCB, LUTLIN, 4,3,0,0) ifor examination, linear; later restore RAT
call ltent{fcb,2,4,0,0) ’
type 59,7,np,np

ipushd=0

{wnit=0
190 call waitic{2)

fwnitaiwmitel

if{ipushd.eq.0.and.fwsit.gt.30} go to 195 130 prog can run several
c 1 paths on {ts own.

call rbutn(fch,ibut,ix, iy}
if(ibut.ne.l.arnd,ibut.ne.2.and.ibut ,ne.4.and.ibut .ne.8) go to 180
if(ibut.eq.B) go to 195

call ltent{fcb,ibut,4,0,0)

ipushd=) 10nce you make a request, must push D to go on.
go to 190
195 eall rbutn{fcb,icbut,ix,iy) {Clear button

call dazz('2,1,,eye.tem;1'})
{f{np.eg.npaths) go to 200



4,384,336

=47 48
152 call ltent(fcb,},4,0,0) )
253 call lut(fcb,lutrat,4,2,0,0) iratios from chan 1 to Red cnabled, AGAIN!

154 200 continue

CERNRRRBSENFRANANARRAR

155 IF(NHI.LE.1) GO TO 500
56 call ltent(fcd,2,4,0,0)
57 call fdbek(feb,4,1,+1,1,0,0,0) 1Fecd red (awy. at this level}
[+ to channel 0 for next level
158 call ltent(fch,1,4,0,0} )
159 ¢all lut(fcb,lutrat,4,2,0,0) iratios from chan l=> Red enabled, AGAIN!

'60 500 continve
o‘t BEREARSRANNNENERERERERRAMAD

61 !t(fuliwg.ne 1) go to 1000 iskip storing of results.

62 namout (3}mt+?

53 if(iband.gt.0) namout(3)='~' (NOTE: & red record is written to NEW
c file; other records augment or update an OLD file.

64 namout {7)=iband+*0*

165 call dazz(namout)

166 1000 continue
c‘tt'tti--- * EARREN L2 24 Ll 4

267 type *,'Time nlapud'-'.ucnds(tium.'uwﬂs.

268 J IMT(ISB)

265 19 FORMAT(80A1)
270 39 PORMAT (415,£7.2)
m 49 FORMAT ('+TO0TX, TOTY=*,215,' bop #*,15)

n 59 format {1x,al,‘'Path’',13,' done: button As=last, Beawy. ot',ﬂ,
1* Cworiginal, D=GO ON1',/}

273 ‘' 69 format (10£8.2)

N 79 format {* Punction is C + D/nhop +S'(n!ugf',l3,’). nhop varying
1 from ] to',13,* on each path.') -

275 99 format (80al} -

276 509 format (1x,al,’' <return> to process:',26al,':or enter IDISK,
1 input-file.')
END

27

PROGPYE! SECTIONS

NMER  N¥E stzk ATTRIBUTES
1 SCODEL 010734 2266 ¥, 1, 00N, LEL
2  SPDATA 0OIGVS 287 1, 0, CotL, LAL
3 SIDATA B01660 472 fa4, D, CON, LCL
4 SURS  OLB220 3655 R, D, CON, LCL
5  STEPS 60001 4 R, D, CON, LCL

STATEMENT FLNCTIONS
NYE  TYPE ADDRESS NAE  TYPE ADORCSS MWE  TYPE  ACORESS M¥E TYWE ADDRESS NWE TYRE ADDRESS
ADP . Red4  1-Q10678 '

UARIABLES

NYE  TYPE  AODRESS NYE TYPE ADRESS NWE TWE ADDRESS HNAE  TYPE ADDRESS NYE  TYPE ADDRESS
AEMD Re4  4-BIE1® ¢ Re4  4-018032 CFALSE I¥2 4-RllI06 D Ré4  4-Di8238 € R¥4  4-316042
EVER L¥1 4-Q15525 FULIMG In2 4-011118 1 132  4-DI6106 IBAMD 162  4-016126 IBUT  J*2  4-BI61S6

Ic N2 4-016212 - JCBUT 192 4-01C046  ICX 142 A-QIE@ER 10 I*2 4-816052 IDEL Ie2 4-Bl6154
IFAR 192 4-Q1€134¢ IFROM IN2  4-01Gi74 IMI 122 4816130 THOP I%2 F-0DOOA2E INPUT 12  4-ClEO72
INTEPS 182 4-01E066 IPATH L1 4-B15573 JPUGHD 132  4-Q16214  IPX 182 416204 IRL 132 4016862
IrR2 N2 4-O16064 ISLOW Ll 4-pi6572  ITO 182 4-316176  ITOT  IR2 F-200004& ITYR 142  4-OLlEO74

IWAIT 12  4-0162i16 IX %2 4-0I6152 IY - I»2 4-Q1Bl84 T 182  4-D16A78 JUPSZ It2  4-816132
L 192 4-016128 LASTGO 142 4A-01G144 MVCH 192 4-016162 MFROZE 192 4-Q161G8 MINCH 1#2  4-01610a
AN 182 4-016114 HORE L¥1  4-NIS570 MOME ~ 192 4-81G162 MOVED I#2  4-DIGI72 MOUX  I¢2  4-916166
MUY 182 4-RI6178  MX 192 4-215202 MXBAND J#2  4-Bi6116 MY 192 4-DI62 N 12 4-216054

NALET IN2  4-016104 HEEDCR 182  4-D15150 NI 192 4-BIEET6 NHOP 42 4-QIGI46 NP 142 4-016142
MPATHS 182  4-0I6112 MM 192 4-016118 OM  R¥4 4-D16206 OK  LAL 4-01S571 OMPRD LRl  4-015574
RANDOM 192  4-G11104 RANDY RE4  4-D16956 TEMP 132  4-013542 TIMEG Re4 4016122 TOTX 12  4-B11048
TOTY 192  4-011942 WRIC 132  4-D13S60 ,

. MIE  TYWE AODRESS s12€ DIMENSIONS -

L, R¥4  4-911642 DAOIOG k- 16)

APATH I¥2  4-000C00 ©O2N0B  S12 (0 285,8: 1)
EAGIS Ll 4-0iLE7YZ2 00030 15 [Qov 3]

BUFF 142 4-000000 610000 2040 (2048)

CHL R¥4  4-011212 Q00100 32 [§1:3)

<0 R4 4-012532 900010 4 (0 1)
COUFIL LYl  4-015634 000026 15 <z

BHI R 4-011412 000100 a2 (16}
EHg R4 4-01512 BOG100 32 €16)
FCB 12 4-013544 OOXXI14 ] (&)
ICHAN (92 4-013562 ©006 3 {3)
IDIRX I¥2 4-0L0003 020020 3] (9:?)
1IDIRY I%2 4-0L0026 O0CO:8 a (7}
1P 1v2  4-011212 6010 16 {16)
INDIRX 1e2  4-011044 GUOO20 -] (87
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T INDIRY I¥2  4-011064 0009 a @:7)
JCX 12 4-0L1712 GO0310 100 [§1:-}]
oy I¥2  4-012222 &0 108 €193)
T aw 182 4-011112 900040 16 16 -
LUTLIN 192 4-012542 001000 266 (2E8)
LUNES 12 4-001208 601000 256 (2¢6)
LUTRAT 132 4-0l0048 081008 206  (258)
NAME  L¥l 4-B15576 800836 15 €28)
HYOUT LYl 4-018706 000014 18 a6y
o 112 4011152 O0OB10 16 ($1:3]
PN It2  4-0112652 €004 16 (16)
SCRACH 182 4-B13578 0O2e00 512 (0 285,8: 1)
CINE Le)l 4-Q15730 600006 15

ABELS

LABEL.  ADDRESS LABEL  ADDRESS LABEL  ADDRESS
3 LL ) 4 Lid S "

8 1-004540 g 3800000 12 1-005463
i5 1-905426 16 1-80S156 17 1-005260
34 " 31 1 x 1206674
6 . Lad 3 3-000010 4 I-00020
Ki:d 3-b0L72 ¥ 3000216 100 X%
185 ”» 199 1-010066 - 195 1-816200
350 1-002020 268 ¥ 420 1-8a2272
490 % 435 1002624 496 ¥
1000 1-810558 1838 1-EI70 1055 1-006412
2403 1802666 2418 % 2414 -1-po3lQ2

TUNCTIONS ANG SUDROUTINES REFERENCED

Q0S$ CONST DATA  DAZZ  DEMO  EXIT  FDBCK  FEEDM2 FREEZE IFM
oFti OES  OPENS  RAN REUTN SCROL  SEQNDS WAITIC $HAND

TOYAL SPACE ALLOCATED = Q32142 676S

,DP1: (1, SSIEVEFLY/NOSP/LY: 6=DPL: €1, SSIEVEFLY
SUBROUTINE CINST (FCB, CONB, CONG, OONR, VRTRTC, READ)

SUBROUTINE READE OR WRITES THE CONSTANT REGISTER.
INTEGER FCB(1), CONB, CONG, m, VRIRTC, READ

CONB - THE ADDITIVE COMSTANT USED BY THE BLUE StM PROCESSOR
CONG ~ THE ADDITIVE CONSTANT USED BY THE GREEN SUM PROCESSOR
CONR ~ THE ADDTTIVE CONSTANT USED BY THE RED SWMv PROCESSOR
READ - 0 IMPLIES WRITE, 1 IMPLIES READ.

SUBROUTINE FDBCK (FCB, COLOR, CHANL, BITP, BYPIMM,
1 PIXOFF, EXTERN, ZERO)

INTEGER FCB(1), COLOR, CHANL, BITP, BYPIFM, PIXOFF
INTEGER EXTERN, ZERO, VRTRTC

SUBROUTINE TC READ AND WRITE THE FEEDBACK LOOP CGHTROL WORD

FCB = AN INTEGER ARRAY USED FOR SYSTEM DEPENDENT INFWTIGQ
COLOR ~ COLOR SELECT WORD

4 => RED, 2 => GREEN, ] => BUE
CHANL - A BIT MAP SELECTING THE CHANNEL FOR THE DESTINATION

1 = IMAGE 0
2 = IMAGE 1
4 => IMAGE 2
*

*
16384 => IMAGE 14
~32768 => IMAGE 15 (GRAPHICS)

BITP - A BIT MAP SELECTING THE BIT‘ PLANES TC READ/WRITE
NORMALLY -1, I.E. ALL BITS. THE EXCEPTION TO THIS
RULE I5 WHEN WRITING IN THE GRAPHICS CHANNEL.

BYPIFM - O IMPLIES USE IfM, 1 IMPLIES BYPASS IFM.
PIXOFF - PIXEL QFFSET, C <= N <= 7.

EXTERN =~ 1 IMPLIES EXTERNAL INPUT, 1.E. DIGITIZER
2ERO - D w=> NORMAL; 1 ==> FEED BACK ALL 0°'S

(USEFUL FOR BLANKING THE DESTINATION CHAN.)
SUBROUTINL IFM (FCB, MAP, START, COUNT, PACK, VRTRTC, READ)

50
LABEL  ADDRESS LABEL.
6 " 7
1 1-005536 12
19 20
24 e k5
5% 3-003CS4 6y
150 1-004374 160
p: -] 1010276 >0
434 (24 435
£00 1~910420 S0
2200 " 23
2415 1-003144 2420

IMAGE  JFMOD  LYONT  LUT

SUBROUTINE TO READ OR WRITE A SECTION OF THE INPUT FUNCTION MEMORY (1MW),

INTEGER FCB(1), MAP(1), START, COUNT, PACK, VRTRTC, READ
INTEGER BITS(16), PBITS

MAP =~ A 'COUNT® WCRD ARRAY TO RNEWCDH‘MJ\‘M TFM CONTENTS
START = THE POSTTION (ZERO REL) IN'H'EIEH\'IHERB‘RE
TRANSFER IS TO START
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COUNT - ‘THE NUMBER OF IFM ELEMENTS TO TRANSFER o ‘ o
READ =~ 0 IMPLIES WRITE, ] IMPLIES READ.
PACK - 1 IMPLIES PACKED MODE TRANSFER
SUBROUTINE IMAGE (F(B, PIXELS,

XINIT, YINIT, NPIXEL, DIRECT,

CHANNL, PLANES, .

PACKED, BYPIPM, BYTE, AXWRT, BURST, .

VRTIRTC, READ)

L X SR

SUBROUTINE READS (R WRITES IK\GE DATA.

INTEGER FCB(1),” PIXELS(1), XJNIT. YINIT, NPIXEL, DIRECT
INTEGER COUNT, CHANNL, PLANES
INTEGER PACKED, BYPIFM, EYTE, ADDWRT, VIDORD, BURST, VRTRTC, READ

PIXELS ~ AN INTEGER ARRAY TO RECEIVE/CONTAIN THE IMAGE DATA
XINIT = THE X~-COORDINATE OF THE FIRST PIXEL TRANSFERED. (0 REL)
YINIT . - THE ¥ COORDINATE OF THE FIRST PIXEL TRANSFERED (0 REL)
NPIXEL - THE TOTAL NUMBER OF PIXELS 70 TRANSFER ‘
DIRECT - O IMPLIES READ/WRITE PROCEEDING TO THE RIGHT,
1 IMPLIES READ/NRTTE PROCEEDING DOWNAARD :
CHANNL - A BIT MAP SELECTING THE CHANNEL(S) 7O READ/WRITE:
1-> GE ©
2 -> IGE 1
4 -> IMAGE 2
16384 ~> IMAGE 14
<32768 ~> IMAGE 15 (GRAPHICS)
WHEN WRITING ONLY, THESE CODES MAY BE COMBINED
70 WRITE THE SAME DATA INTO TWO OR MORE CHANNELS.
FOR EXAMPLE, CHANNL = -32758 WOULD MEAN CHANNELS
.1, 3, & 15.
ms-aanmstmmmenmsmmm. o
FORMALLY ~1, IE. ALL BITS. THE EXCEPTION TO THIS
. RULE IS WHEN WRITING IN THE GRAPHICS CHANNEL.
PACKED - 6 IMPLIES 1 BYTE/WCRD, ) IMPLIES 2 BYTES/WORD
BYPIFM - 0 IMPILES USE IFM, 1 IMPLIES BYPASS IFM
BYIE - 0 IMPLIES NORMAL, 1 IMPLIES 8 PIXELS/BYTE,
I.E., BINARY DATA.
#% NOTE - XINIT MUST BE A MULTIPLE OF 8
AIDWRT - O IMPLIES NORMAL, ] IMPLIES THAT THE DATA IN
MEMCRY(S) 15 OR'ED TO THE DATA PRESINTED FRM
THE COMPUTER AND THE RESULT 1S STORED IN THE MEWORY(S) .
#¢ NOTE - USED WHEN WRITING ONLY!!
BURST - 0 IMPLIES NORWAL TRARSFIR, 1 IMGLIES BIRST (PAST) XFER.
** NOTE BYTE=] MUST BE SPECIFIED,
VRTRIC - 0 IMPLIES WRITE ANYTIME,
1 IMPLIES WRITE DURING VERTICAL RETRACE ONLY.
READ - O IMPLIES WRITE, 1 IMPLIES READ.
SUBROUTINE OFM (FCB, MAP, COLOR, VRTRTC, READ)

SUBROUTINE TO READ/WRITE AN ENTIRE OUTPUT FUNCTION MEMORY (OFM)
INTEGER FCB(1), MAP{1024), COLOR, VRTRTC, READ :

MAP - A 1024 WORD ARRAY TO RECEIVE/CONTAIN THE OFM CONTENTS
COLOR ~ A CODE INDICATING WHICH OFM TO READ/WRITE:

1 -> BLUE

2 -> GREEN

4 -> RED

WHEN WRITING ONLY, THESE CODES MAY BE
COMBINED TO WRITE THE SAME DATA INTO TWO
OR THREE OFM'S. FOR EXWWPLE, COLOR=S WOULD
WRITE BOTH THE BLUE AND RED OPM'S,

READ - 0 IMPLIES WRITE, 1 IMPLIES READ.

SUBROUTINE SCROL (FCB, SCROLX, SCROLY, CHANNL, VRTRTC, READ)
SUBROUTINE READS OR WRITES A SCROLL CONTROL REGISTER.
INTEGER FCB(1), SCROLX, SCROLY, CHAMNL, VRTRTC, READ

SCROLX - AN INTEGER SPECIFYING THE SCROLLING OFFSET
IN THE X (HORIZONTAL) DIRECTION
(NOTE THAT ONLY HORIZ. SCROLLS IN mcamms oF
8 PIXELS ARE POSSIBLE~ THE 3 LEAST SIG. BITS
OF SCROLX ARE IGNORED)

SCROLY - AN INTEGER SPECIFYING THE SCROLLING DFFSBT
IN THE ¥ (VERTICAL) DIRECTION

CHANNL - A BIT MAP SELECTING THE c:m'EL(S) TO READ/WRITE:
1-> IMRGE O
2 ~> IMAGE 1
4 -> IMAGE 2
ETC

e
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16384 -> IMAGE 14

=32768 -> IMAGE 15 (GRAPHICS)
WHEN WRITING ONLY, THESE CODES MAY BE COMBINED
TO WRITE THE SAME DATA INTO TWO (R MORE CHANNELS.
FOR EXAMPLE, CHANNL = ~32758 WOULD MEAN CHANNELS
1, 3, £ 15

READ - 0 IMPLIES WRITE, 1 IMPLIES READ.

SUBROUTINE RBUTN (FCB, BUTTON, X, Y)

ROUTINE TO READ BUTTON WORD AND
CURSTR POSITION
SUBROUTINE LTCNT (FCB, MASK, COLOR, VRTRTC, RSAD)

SUBROUTINE 70 READ OR WRITE THE LUT MASK(S)
INTEGER FCB{1), MASK, COLOR, VRTIRTIC, READ

MASK - AN INTEGER WHOSE BIT MAP DETERMINES
WHICH LOOK UP TABLES ARE ENABLED AND DISABLED
LSB = 1 ==> ENABLE OTH MEMCRY
«+.ETC.

COLOR - A CODE INDICATING WHICH LUT MASK TO READ/WRITE:
-1 - BLUE
2 - GREEN
4 - RED
7 - RED+GREEN+BLUE

READ - 0 IMPLIES WRITE, 1 IMPLIES READ

SUBROUTINE LUT (FCB, MAP, CO@, CHANNL, VRTRTC, READ)
SUBROUTINE TC READ/WRITE AN ENTIRE LOOK-UP TABLE (LUT)
INTEGER FCB(l}, MAP(256), COLOR, CHANNL, VRIRTC, READ

MAP - A 255 WORD ARRAY TO RECEIVE/CONTAIN THE LUT CONTENTS
COLOR ~ A CODE INDICATING WHICH LUT TO READ/WRITE:
1 -> BLE
2 -> GREEN
4 -> RED ,
WHEN WRITING ONLY, THESE CCDES MAY BE
COMBINED TO WRITE THE SAME DATA INTO TWO
OR THREE LUT'S. FOR EXAMPLE, COLOR=S WOULD
WRITE BOTH THE BLUE AND RED LUT'S.
CHANNL - A BIT MAP SELECTING THE CHANNEL(S) TO READ/WRITE:
1 -> IMAGE 0
2 ~> IMAGE 1
4= TG 2
EIC
16384 -> IMAGE 14
-32768 -> IMACE 15 (GRAPHICS)
WHEN WRTTING ONLY, THESE COCES MAY BE COMBINED
TO WRITE THE SAME DATA INTO TWO OR MORE CHANNELS.
FOR EXAMPLE, CHANNL = ~32758 WOULD MEAN CHANNELS
1, 3, & 15,

54

READ ~ 0 IMPLIES WRITE, 1] IMPLIES READ.
FORTRAN IU-PLLE URZ2-51 12: 42 138 20-AUG-80 PAGE |
MERXL. FTN /TR ALLAR
2081 subrout ine markl(buff, numl in, | inel,newl, fchan, tdtr, IDEST)
c MARKL 13 c speciol-purpose, un-ganeral subrouting to
C mork a 512~by-NJIMLIN section of image 1n two channais.
C VARIABRLES:
[ buff~  scratch buffer of 1824 integers needed by subrouting.
€ finel- ts the ist row or column
C newl~ 1% tha new 13t row or column
c fchun— 15 the relevant (SOURCE) chonnel mask
c idir- iz @ for rows, 1 for coluens
C tdast~ destination channel mosk, 1f missing or @, defoulte to =JCHAN.
c DEGENERATE CRSE: IF JDEST=ICH and NOUI-LINEL, than only
C one sst of ones ts drown in, to save a Bit of time @ 4/4/82
2eaz integar fcbl6),x1{(@ 1),x0(@ 1), byte
2003 intagar buff(1024)
2ac4 coti argchk’7, tact)
e do 1 a=i, 1824
D006 1 t stlnde—]
a7 byte=l
208 Jdireidir
s Joesi=idest
@31 1 ydir 1t B.or. ydir.gt. 1) jdir=d
[ <38 tfimod(numl in,8) ne. B) byte=d !in this application, this condition
¢ i suffictant to avotd INITX non-muitiple of B!
[ 1 ¥4 11{ dost 0q.B) jdest=ichaen
2213 npass=(numl In+31 22
2ei4 fastemod(num! in, 32)
- 383 tfliost aq 8) iast=32 . . - .
2316 do 5 n=d, 1 : R
2817 xoi{n =@ .o
&R18 8 xiin =g
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ais 1G0=1 ’ )
a0 IEND=NPASS
a2t - INC=}
eaz2 (i inel. gt . newl) go to 20
a®23 igo®npass
paz4 tangd=] . .

.S ince-1 tMust flip ordar to evotld soriy cver~writes of ports parhops
c ‘needed in joter chunks.

oze -] do 28 teigo, iand, inc

oz? 32

aaze 1£{1. oq.nposs) mmmlcat

[ ] xI{ 1= dir do) inale( 1~ 232

[ %xo( 1= g e Yenawl+( -1 3932

R .c} call (magalfch, buff,x1CB), x1(1), G120, ydir, tchon, 1,1, 1,byte,8,0,8,0)

[ -c~d 1£¢ jdast ne. ichon.or . nawi. na. | tnel) call image

1 (Fcb, buff, xo(@), xol 1), 51204, jdir, joest, 1, 2, 1, byts, 8,8,8,8)
#2033 k-] cont inwe

o34 return

2835 and ] )

FORTRAN TU-PLLIS Va2-51 12: 42: 13 28-AG-82 PAGE 2
HORKL.FTN #TR: ALL/WR

PROGRAM SECTIONS

MMBER NRE SIZE ATTRIBUTES
1 SCOIEL @0IeEZ 281 R, 1, CON, LCL
2 SPDATA 900314 s fd, D, CON, LCL
3 $IDATA 000128 4@ KW, B, CON, LQL.
4 SRS PO054 22 R, D, COM, LOL
&  STOPS Pe0304 2 4, D, CON, LOL.

ENTRY POINTS

MARK] 1-200000

UARIABLES .

NPHE TYFE PDDRESS X NAE  TYWPE ADDRESS NAME TYPE  ADORESS NIE TYPE ADDRESS NHE  TYE ADDRESS
BYTE Is2 4000024 1 2 4000050 IACT I62 4-B20826 IOWN 12 F-000812% IDEST Is2  F-000816&
IDIR N2 F-000014% IEND Te2 4-D00044 IGO 182 4-000842 INC 192 4-8008456 JDEST 142 4-000434
JOIR 182 4-0000J2 LAST I#2 4-00004@8 LINEL In2 F-Q00O068 N 2 4-900038 MEMI D2 F-G00010m
NPASS 182 4-P00R3E NM 132  4-200052 MNILIN Is2  F-020004%

FRAYS

NME  TYFE ADIRESS SIZE DIMENSIONS

BFF 182 F-2000028 Q2400 1824 (1824
FCB 182 4-000008 0OBAL4 8 8)

X1 192 4000014 20004 2 e 1)
x0 I 4-000828 BO0004 2 @1

t  ADORESS LABEL.  ADDRESS LABEL  ADDRESS LABEL.  ADDRESS LABEL.  AODRESS
" s - - B € - .. 3 k] a

FUNCTIONS AND SUBROUTINES REFERENCED
ARGOK  IMAGE

TOTAL SPACE ALLOCRTED = 221276 361
NO FPP INSTRUCTIONS GENERATED

DPL: MARKL, MARKL/NOSP=MARKLALT B
FORTRAN TU-PLLE UB2-51 12: 42: 48 20-AUG-88 . MAGE L
FEEDMZ FTN /TR ALLAR o

onel SUBROUTIMNE FEEDM2(buff, ICOLOR, IDEST, ITEMP, BYPIFN, IX, 1Y)
FEEDMZ feeds color ICOLOR (R4,G2,B1) to channel IDEST, offsetting the
tmags (WHATEUVER 1ts origin) by IX ond 1Y, (MODIFIED §725/79 to work
for ANY 1x, 1y by ustng IPXOFF tn FDBCK for x-offsets not divisibiae
by 8.)
~tp patch the singls-pixsl in x accuracy cloimed 8 months ago,
(e IPXOFY in fesdbock [maves several block columns (n the
teftmost seven of the destinstion, which tan be
devastating, }
FEEDMZ usas BUFF supplied to klugl tn thase few coiumns,
with 2 cails to IMAGE. (1/8/80)
The 115 scroll conventions epply to this call. That is,
1%%@ scrolts on image to the LEFT, ond IY)0 scroiis UPWARD, The
opsrotion would produce intsrasting but normolly undesirobia resuits
1 IDEST channel contributed to ICCLOR, bescause the scrolied ICOLOR
tmoge may be distorted during fesdbaock tn TIFST. To avoid such problems,

OO0 NONO
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[~ chonne! ITEMP con ba fed results to 1eed on to LDEST. Any
[ case of o chonnal contributing tc its “scrolled ealf” raquires on ITEMP
C chonne! be svatlobie. If ITEP is not neaded, set tt to ~1.
C —For now, UN-SCROLLED CHANNELS OMLY con contribute to
c ICOLOR. Ganero!lizing would ascertailn current scrolis from ot l
< contributing chonnals, ond individual iy update ond reset eoch one.
[ BYPIFM 18 @ to use or 1 to byposs the input function memary.
C Note (B8/5/73) that ony coll to facd bock o color to which the
€ digitizer contributes must include on ITEP chonnel, since the
4 digitizar “chonnal ™ con not be scrolled ——MND the originai design
C of scrolling the destinotion irwerssly fotis becouse 1t doas NOT
c offect fasdbock!
C BFF murt b (B-sfmod(ix,8)] #512 bytes long, oand stort on o word boundory.
o2 INTEGER BYPIFM, FCB(E), CNTRIP
[ sc) integer buff(2SE) st NOT stort on byte boundory.
8004 NML=-ITOP
o005 IF(NIML. LT . @) NML-TIEST
[~ 3 CALL LYONT(FCB, ONTRIB, JOOLOR, S, 1)
4 typs K, ‘ontribe cotrib
[ -r4 Jamix
[ -] Ipxoff=g
2o wemod( 1x,8)
[ 23T ] 1f(m.eq. B! go tc 28
a8l Jx={ 1x/8)08 _ )
o2 160 . e, in) guw pxeB IFDBCK offset must be rightwerd (effactively®)
.13 © ipuoffe peetx
[ T -] 1€0itemp. 1.8 CALL mtm,_,x.lv ONTRIB, l 33
BBLS CALL FOBCK(FCE, JCOLOR, 2], -1, BYPIFN, 8, 8,
216 1§Cipxoff.0q.0) go te 25 ino “correction® md&d t0 f1li tn jaft edge.
217 call tmoge(fob, buff,Si2-1pxaff, 0,5120ipuoff, 1, 200wmi,~1,1,1,2,8,8,8,1)
2218 CALL. FDBOK(FCH, ICOLOR, 28kUMi, -1, BYPIFM, {pxoff, @, 8)
eais8 catt imagel fcb, buff, B, 6,512‘19-5" 1 208ruomi ~1,l,1 e,0,000)
[ v S 1€Citemp ge.8) go to 3
|zl CALL. SCROLIFCS, 8,8, WR!I,I,O)
eaz2 go to 190
@323 » DO S J=f, 256
a2+ 1] bu‘f(!)'.!-l )
[ CALL. LTONTCFCB, MASK, zutz—:::sﬂ 8,1 fReod current MASK for INEST cotar
2826 CALL. LUT(FCH, buﬂ‘ 2!!(2-1&51‘3 zuxm 2,8) tlood |ineor LUT for FDERCX.
a|zr CALL. LYONTIFCTSB, zuxmp.zutz-ncsn,e.l)
8z calt scroilfch, jx, ty, 20¥iten, 0, 8)
[ ] CALL. FDBCK(FCH, 2w 2-I0EST ), 208 1DEST, ~1, 1,8,8,8)
238 - call scrol(fcb, @, @, 256t seng, 8, 8)
P23l CALL LYM(PCI msx 2(2~10EST), 8,8} Restors color to previcus stats.
-4 i RETURN
| << 2] .
FORTRAN [U-PLIS WB2-51 12424 200009 PRGE 2
FEEDIMZ. FTN /TR ALLAWR

PROGRA SECTIONS ;
NMEER  NRE st ATTRIBUTES

1 SCODEL 001442 481 W, 1, O0M, L
2  SPDATA Qo4 © © R4, B,00NLOL
3 SIDATA 00365 423 P4, B, CON, LOL
4 SHRS ORI 13 M, D, CON, LCL.
S  STEPS e 1 R, D, CON, LOL.

PTRY POINTS

NYE TYE ADDRESS NAE TYPE ADDRESS MAE TVIE AIDRESS NAE TVIE ADDRESE NWE  TVIE AMDuss
FEEDQ 1-0N008

©BYPIFM 12 F-0000128 CNTRIB 132 4-020014 . ICOLOR 132 F-OD0OD4s IDEST 182 F-Q000068 IPMNOFF 182  4-000R22

ITDP 182 F-9000108 IX  Is2  F-Q000L4 1Y 2 fF-oBice 3 102 4900626 JX 192 4028
M 12 4000824 MAEK N2 4-020538 MM 182 4-000016

RRYS

HPE  TYE ADDRESS a12¢ onENsIONE )

BFF 182 F-QO0002% QUIO08 258 (256)
FCB  IR2 4000000 Q003ld 8 (&)

LABELS
s - 2 1-80R264 . - 1-IR0E32 » 1-sees7s8 18 1801440

FUNCTIONS AND SUBROUTINES REFERENCED
FUBOK  IMAGE  LTONT T SCROL
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TOTAL SPACE ALLOCATED = 832103 H44
N FPP INGTRUCTIONS GENERATED
DP1: FEEDMR, FECDRANOSP-FEEIZALL: 6

DAZZ —takes a character string commanding a transfer of 512x812
image separations between disk and refresh memory.

WAITIC —waits specifisd number of 60ths of a second.

FREEZE ~psuses to allow exmlnatioa of contents of sp-citi-d channel .

EXIT .- —end processing.

NES ~£i11 an entire image plane or planes vith ones.

DATA - «=initialize an array with a givan alphanumeric literal.

PEMO ~pause and wait several seconds; report back if there is
input during that time,

NORMAL —rormalizes a1l functional tables in the systmm.

APPENDIX I1

A preferred color masking stage 58 of FIG. 3 per-
forms linear transformations of all three sets of proc-
essed-image information from the image processors 20,
22 and 24. A first operation calculates the average of the
combined outputs from the three processors 20, 22 and
24. With most images this average has an approximately
uniform distribution of values from (0) to (255).

A second operation, performed in parallel with the -

first, calculates the difference between the outputs of
the information processors 20 and 22, which process the
long wavelength image information and the middle
wavelength information, respectively. The resultant
color difference between the two outputs is represented
on ascale of (0) to (255). At a given pixel, all colors with
equal output from processors 20 and 22 will have a vlue
of (128) on this scale. The difference value at most
pixels in the image falls in the vicinity of this middle
value, ie. (128). Only the most saturated Colors ap-
proach the extreme values of (0) to (255). In fact, if the
color detecting system 14 has overlap in its spectral
sensitivity functions it will cause the total range of dif-
ference values to be limited to values higher than (0)
and lower than (255). Based on the range of difference
values found in a variety of typical images, one can
expand the limited range found in the particular hard-
ware system to fill the range of potential color differ-
ences. This can be implemented by taking the range of
values determined in taking the long wavelength minus
middle wavelength difference, in this case at difference
values from (80) to (175), and linearly expanding that
distribution to values that range from (0) to (255). -

A third operation of this color masking stage 58,

performed in parailel with the first two, is the combina- -

tion of half of the long-wavelength information from
* processor 20 plus half of the middle-wavelength infor-
mation from processor 22, minus the short-wavelength
information from processor 24. The resultant represents
the color differences between two other color bands in

the color space. As in the second operation, the charac-
15 teristic range of values associated with the particular
system can be linearly expanded to fill the range of
potential color differences.
After this expansion of the color difference proper-
ties, the color masking stage recombines the expanded
20 transformations of the image by computing inverse
transforms of the original transforms, This produces a
color-enhanced image that is sent to the exposure con-
trol stage 60.
The initial transformation and the color expansion
25 described above are fully detailed by the following
listing of a program termed ZOWIE and the data file it
requires, termed ZOWIE.DAT. The listing and the
data file are in the same language and for the same
equipment as described for Appendix 1.

30 o
[ 033 033033} R L
[ 0.50-050000] XG =Cl 1275
[-0.25 ~025050] B C2-—127.5
35

After placing L, C1, and C2 into the three memories,
ZOWIE then expands C1 and C2 by the amount speci-
fied in ZOWIE.DAT. The inverse transform proceeds
-in a similar manner.

Beginning with L, as is, and the two expanded color
o difference channels, each minus 127.5, the mathematical
inverse of the above matrix is multiplicatively applied:

[1.00 100 —0.67]
45 : . (1.00 —1.00 —0.67]
1o 000 133

"In performmg thls second- transformation, the only
new requirement concerns results more extreme than
50 the storage range (0) to (225), which can occur because
of the expansion. Such values are replaced with the

. appropriate limit, i.e. either (0) or 255).

FORTRAN 1V-PLUS VD2-51 10:41:00 - 14-AUG-80

ZOWIE.FIN /TR:ALL/WR

ood1 ‘ PROGRAM ZOWIE

0002 INTEGER FCB(6), BUFFER(0:1023)

0003 INTEGER BUFLIM(0:255), BUFRMG(0:255), BUFBMY(0:255) .
0004 INTEGER LR, HIR,LOUT,HIOUT :
0005 OPEN(UNIT=1, NAMEx'{111,4]ZOWIE.DAT" TYPE="OLD' READONLY)

0006 1000 FORMAT(2IS)

0007 READ(1, 1000) , IR, KIR, LOUT, HIOUT

0008 . .- DO 13 I=0,IR .

0009 13 BUFLUM(I)=LOUT

0010 DO 14 T=HIR,255 -

0011 14 BUFLUM(I)=HIOUT

0012 XINC=FLOAT (HIOUT-LOUT) /FLOAT (HIR-LR)

0013 DO 15 I=LR,HIR ‘

0014 15 awumn-wm-r(mr(m)-rﬂm?mm)*xmc)

0015 READ(1, 1000) , IR, HIR, LOUT , HIOUT

0016 DO 213 I=0,1R



0017
oole
0018
0020
0021
0022
0023
0024
0025
0026
0027
0028
0029
0030

0031
0032

0033
0034
0035
0036
0037
0038
0039

0040
0041
0042
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213
214

215

313
314

315
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BUFRMG (1)=LOUT
DO 214 I=HIR,255
BUFRMG (1} =HIOUT
XINC=FLOAT (HIOUT-LOUT) /FLOAT (HIR-LR)
DO 215 IeLR,HIR
BUFRMG { 1) =NINT (FLOAT {LOUT) +FLOAT (I-LR) *XINC)
READ(1,1000) , LR, HIR, LOUT , HIOUT
DO 313 I=0,IR
BUFBMY (1)=LOUT
DO 314 IsHIR,255
BUFEBMY (1} =RIOUT
XINC=FLOAT (HIOUT-LOUT) /FLOAT (HIR-LR)
DO 315 I=LR,HIR :
BUFBMY (1) =NINT (FLOAT (LOUT) +FLOAT (I-LR) *XINC)

TRANSFORM IMAGE TO LUMINANCE-CHROMINANCE-CHROMINANCE SPACE
CALL NORMAL (FCB,BUFFER, 3,0)
CALL LTCNT(FCB,7,7,0,0)
THIS MMSIDULDTA;G:AN IMAGE IN REFRESH WITH RED (R),
GREEN (G), AND BLUE (B) SEPARATIONS IN CHANNELS 0,1,2, RESPECTIVELY,
AND REPLACE IT BY A NEW IMAGE IN WHICH CHANNEL 0 WILL CONTAIN
"UMINANCE® (L), DEFINED AS :
L= (1/3)*{R4G+B)

CHANNEL 1 WILL CONTAIN THE COLOR DIFFERENCE RED MINUS GREEN
SCALED TO THE RANGE 0 TO 285:

C1=(1/2)}* (255+R~G)

CHANNEL 2 WILL CONTAIN THE COLOR DIFFERENCE BLUE MINUS YELLOW
SCALED TO THE RANGE 0 TO0 255:

C2=(1/4)*(510+2B-(R+G) )

THE PROCEDURE WILL NOT REQUIRE ANY MOVING OR STORING OF IMAGES, JUST
USE OF LOOK UP TABLES, CONSTANT REGISTER, IFM, AND FEEIBACK.

AQOANOOOOONONNOHOONONNONNOANO0N

10

20

STEP 1. REPLACE CHANNEL O BY L

DO 10 I=0,255

BUFFER(1)=I

CALL LUT(FCB,BUFFER,4,7,0,0)

DO 20 I~0,765

BUFFER(I)=NINT (FLOAT{I1)/3.}
CALL IFM(FCB,BUFFER,0,766,0,0,0)
CALL FIBCK(FCB,4,1,255,0,0,0,0)

NOTE:

NOTE:

STEP 2. REPLACE CHANNEL 1 BY Cl

SINCE CHANNEL 0 HAS BEEN REPLACED BY L, WE USE A DIFFERENT FORMULA
FOR COMPUTING Cl:

Cl=(1/2)*(255+3L~2G~B)

: THE LOOK UP TABLE FOR THE IMAGE WITH THE MAXIMUM SCALED RANGE

(NAMELY [3/2]*L) WILL BE SCALED TO USE AS MUCH OF ITS RANGE AS
POSSIBLE. THE OTHER TABLES WILL BE SCALED APPROPRIATELY. THE
MULTIPLICATIVE SCALE FACTOR MUST, OF COURSE, BE THE SAME FOR ALL
THREE LOOK UP TABLES. THE VARIOUS ADDITIVE OFFSETS (USED TO MAKE
THE LOWEST OUTPUT BE MAPPED TO THE BEGINNING OF THE LOOK UP TABLE
OUTPUT, -256) WILL BE COMPENSATED FOR WITH THE CONSTANT REGISTER.
THIS REGISTER WILL ALSO BE USED TO HANDLE THE 255 OVERALL ADOITIVE
CONSTANT. THE WHOLE THING WILL THEN BE FED BACK TO THE 0 TO 255
RANGE OF REFRESH THROUGH THE INPUT FUNCTION MEMORY (IFM).

ANALDGOUSLY FOR C2.

30

IN LINE WITH THE ABOVE, WE REWRITE THE FORMULA FOR Cl:
Cl=(3/4)* (2L+ (~4/3)G+(~2/3) B+170)
DO 30 1=0,255

BUFFER(1) = 2%1 - 256
CALL LUT{FCB,BUFFER, 2,1,0,0)
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0043 DO 40 I=0,255
0044 40  BUFFER(I)=NINT(-4.*FLOAT(I}/3.) + B84
0045 CALL LUT(FCB,BUFFER,2,2,0,0)
0046 © DO 50 IwQ,255
0047 50 BUFFER(I)=NINT(~2.*FLOAT{I}/3.) -~ 86
0048 CALL LuPT(FCB,BUFFER,2,4,0,0)
00439 CALL CONST(FCB,0,428,0,0,0)
0050 © DO 60 I=0,340
0051 60  BUFFER(Y)=NINT (3.*FLOAT{1)/4.)
0052 CALL IFM(FCB,BUFFER,0,341,0,0,0)
0053 c CALL FDBCX(FCB,2,2,255,0,0,0,0)
C:
¢ .
g STEP 3. REPLACE CHANNEL 2 BY C2
C AS FCR Cl, ABOVE, WE MUST REWRITE FORMULA FOR C2 USING THE QUANTITIES
g THAT STILL EXIST IN REFRESH: L, Cl, B, (Cl IS NOT REQUIRED HERE.)
C C2=(3/4)* (170481}
c
c
c
0054 DO 70 1=0,255
0055 * 70 BUFFER(I)=I
0056 CALL LUT(FCB,BUFFER,1,4,0,0)
0057 DO 80 I=D,255
0058 80  BUFFER(I)#»-I
0059 CALL LUT(FUB,BUFFER,1,1,0,0)
0060 CALL LTCNT{FCB,5,1,0,0)
0061 CALL CONST(FCB,170,0,0,0,0)
0062 DO 90 I=0,340 .
0063 90  BUFFER{I)=NINT(3.*FLOAT(I}/4.)
0064 CALL IFM(FCB,BUFFER,0,341,0,0,0)
0065 CALL FDBCK(FCB,1,4,255,0,0,0,0)
0066 CALL NORMAL(FCB,BUFFER, 3,0)
c
C
[of .
c NOW CHANGE SLOPE OF LIMINANCE CHANNEL
c
067 CALL LUT(FCB,BUFLIM,4,1,0,0)
0068 CALL FIBCK(FCB,4,1,255,1,0,0,0)
0069 CALL LUT({FCB,BUFRMG,2,2,0,0)
0070 CALL FIBCK{fCB,2,2,255,1,0,0,0}
07 CALL LUT(FCB,BUFBMY,),4,0,0)
0072 CALL FIBCK(FCB,1,4,255,1,0,0,0)
0073 STOP 'ZOWIE'
0074 f200]
ZOWIE.DAT file that specifies magnitude of color masking transformatio
{for program Z0WIE)
0 255 LUMINANCE CHAMNNEL N (LOW, HIGH)  (2I5)
0 255 our {Low, HIGH) (215)
80 175 RED-GREEN CHANNEL IN (LW, HIGH) (2I5)
0 255 . ouT (LOW, HIGH)  (215)
B0 175 BLUE-YELLOW CHANNEL mw {LOW, HIGH)  (215)
0 255 our (LOW, HIGH) (215)
FORTRAN IV-PLUS VO2-51 . 10:41:00 14-AUG-B0
ZOMIE. FTN /TR:ALL/WR
PROGRAM SECTIONS
NUMBER  NAME SIZE ATTRIBUTES
1 SCODE1 003030 780 RW,I,CON,LCL
2 SPDATA 000110 36 RW,D, 0N, LCL
3 SIDATA 000542 177 W,D, 0, LCL
4 SVARS 007032 1805 R, D,CN, LCL
5 $STEMPS 000004 2 . R4,D, 0N, LCL
VARIABLES

NAME TYPE ADDRESS NAME TYPE ADDRESS NAME TYPE ADDRESS NAME  TYPE ADDRE:

HIOUT 1I*2 4-007022 HIR I*2  4-007016 I I*2  4-007024 LOUT I*2 4-007
IR I*2  4-007014 XINC R*4  4-0070256
ARRAYS

NAME  TYPE ADDRESS SIZE DIMENSIONS

BUFBMY I*2 = 4-006014 001000 256 {0:255)
BUFFER I*2  4-000014 004000 1024 {0:1023)
BUFLUM I*2  4-004014 001000 256 {0:255)
BUFRMG I*2  4-D0S5014 001000 256 ~ (0:255)
FCB  I*2  4-DD0O00C 000014 6 (6)
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LABELS :

LABEL ATDRESS IABEL  ADDRESS LABEL
10 = 13 " 14

20 - 30 - 40

60 - 70 - 80
212 "> 214 " 215
314 - s ** 1000*
FUNCTIONS AND SUBROUTINES REFERENCED

CONST FIBCK IFM  LTCNT LUT  NORMAL OPENS

TOTAL SPACE ALLOCATED = 012740 2800
» ZOWTE/NOSP=20WIE/L1 16
APPENDIX HI

A preferred exposure control stage 60 of FIG. 3 uses
the output from the color masking stage 58 and com-
putes an optimal use of the characteristic dynamic
ranges of each color component of the color display, in
this case Polaroid SX-70 Time Zero brand instant film.
Exposure control functions that map the numerical
output of the FIG.3 system into those which produce
the desired representation on this film are calculated.
These transformations are small because of the power-
ful improvements already incorporated in the image
processing stages 20, 22 and 24, and in the color mask-
ing stage 58. This final exposure control stage is thus
designed to fit the limited dynamic range of outputs
from processors 20, 22 and 24 more closely to the par-
ticular dynamic range of the display device, e.g. the
photographic film being used. The numerical transfor-
mation performed in one control stage 60 for the above-
noted film is shown in the plot of FIG. 13. The transfor-
mation is identical for the red, green, and blue channels.

Having described the invention, what is claimed as
new and secured by Letters Patent is set forth in the
appended claims.

1. Apparatus for producing an image of a subject
which comprises

A. means for detecting radiance ratios between differ-
ent areas of said subject and producing a first light-
ness-determining quantity in response to each such
ratio,

B. means for effecting said ratio detection for each
area of said subject a multiple number of times with
other areas of said subject which are at different
locations on said subject relative to that area,

C. means for combining each first lightness-determin-
ing quantity with a second lightness-determining
quantity associated with one area in that ratio and
replacing the second lightness-determining quan-
tity assoctated with another area in that ratio in

~ response thereto, and

D. means for producing an image of the subject in
which the lightness of the respective image areas is
determined by the last replacement values of said
second lightness-determining quantities.

2. Image processing apparatus for determining a field
of accumulating measures of image lightness in response
to information identifying optical radiance associated
with arrayed sections of an image field, said apparatus
having the improvement comprising

A. means for sequentially determining a comparative
measure of the radiance information for each seg-
mental area of said image field relative to said in-
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formation for each of plural other segmental areas,

said means

(i) providing a new intermediate value of each such
measure in response to the product of a ratio
function of the radiance information associated
with each first-named segmental area and with
each second-named segmental area and of a like
measure previously determined for the second-
named segmental area, and

(i) determining a sequentially new value of each
said measure in response to a selectively
weighted averaging of said new intermediate
value and a like measure previously determined
for said first-named segmental area, and

B. means for the prior measure for each first-named

segmental area in response to said newly-deter-
mined value, thereby to determine each measure in
the field thereof in response to an accumulating
succession of said measures.

3. Image processing apparatus according to claim 2
further characterized in that said measure-determining
means includes means for determining different ones of
each said plurality of measures for first-named and se-
cond-named areas that correspond to spatially different
sections of said image field, where said spatial difference
includes at least a difference in size of or in separation
between first-named and second-named areas for which
that measure is being determined.

4. Image processing apparatus for determining a field
of accumulating measures of image lightness in response
to information identifying optical radiance associated
with an image field, said apparatus having the improve-
ment comprising

A. means for sequentially determining a comparative

measure of the radiance information for each seg-
mental area of said image field relative to said in-
formation for each of plural other segmental areas
of that field, said means
(i) providing a new intermediate value of each such
comparative measure in response to the product
of a ratio function of the radiance information
associated with each first-named segmental area
and with each second-named segmental area and
of a like measure previously determined for the
second-named segmental area, and further pro-
viding each such intermediate value with refer-
ence to a selected condition of said product, and
(ii) determining a sequentially new value of each
. said comparative measure in response to a selec-
tively weighted averaging of said new intermedi-
ate value and a like measure previously deter-
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mined for said first-named segmental area, and

B. means for replacing the previously determined

measure for each first-named segmental area in’

response to said sequentially-determined new
value, thereby to determine each measure in the
field in response to an accumulating succession of
said comparative measures.

5. Image processing apparatus according to claim 4
further characterized in that said measure determining
means includes means for determining said measure for
each first-named area relative to each of a set of second-
named other areas, where said set includes areas at
selected different image-field locations relative to said
first-named area.

6. Image processing apparatus according to claim 4
further characterized in that said measure determining
means includes means for effecting a determination of
said measure for each of a selected plurality of areas
prior to effecting a further such determination for an
area of that plurality.

7. Image processing apparatus for determining infor-
mation corresponding to image lightness in response to
radiance-identifying information for a selected image
field, said apparatus having the improvement compris-
ing

A. means for representing the radiance-identifying
information for each of selected segmental areas of
the viewing field,

B. means for determining a selected comparison mea-
sure between said identifying information for each
segmental area and said information for another
segmental area, and for determining therefrom and
from a previously-determined lightness-identifying
quantity for each latter segmental area a newly-
determined lightness-identifying quantity for each
former segmental area,

C. means for effecting a selected multiple of said
determinations sequentially and between segmental
areas that correspond to differently-spaced loca-
tions in said field of view, and

D. means for producing said lightness-information for
said image field in response to said multlple deter-
minations. )

8. Image processing apparatus according to claim 7
having the further improvement in which said means
for effecting said determinations sequentially includes
means for applying each newly-determined quantity of
one determination as a previously-determined quantity
in a subsequent determination.

9. Image processing apparatus according to claim 7
having the further improvement in which said means
for effecting said determinations with differently-
spaced locations includes means for ordering said deter-
minations according to the magnitude of the spacing
between locations.

10. Image processing apparatus accorclmg to claim 9
having the further improvement in which said means
for ordering said determinations effects said ordering
with determinations between areas of largest spacing
being performed first.

11. Image processing apparatus according to claim 7
having the further improvement in which said means
for determining includes means for operating on a set of
said identifying information that is responsive to said
selected image field to effect one said determination for
each segmental area of the image field prior to effecting
a further determination for any such segmental area.

12. Image processing apparatus according to claim 7

68

having the further improvement in which said means
for effecting multiple determinations is further arranged

" to produce for each segmental area a lightness-identify-
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ing quantity that is responsive to radiance-identifying

information for substantially every other segmental area

of the image field.

13. Image processing apparatus for determining infor-
mation corresponding to image lightness in response to
radiance-identifying information for a selected image
field, said apparatus having the improvement compris-
ing
A. means for representing said radiance-identifying

information for each of selected segmental areas of

the viewing field,

B. means for determining a selected comparison mea-
sure between said identifying information for each
segmental area and said information for another
segmental area, and for determining therefrom and
from a previously-determined lightness-identifying
quantity for each latter segmental area a newly-
determined lightness-identifying quantity for each
former segmental area, said means for determining
including means for effecting a determination of
said measure for each of a selected plurality of
areas prior to effecting a further such determina-
tion for an area of that plurality,

C. means for effecting a selected multiple of said
determinations for said plurality of areas sequen-
tially, different ones of said sequential determina-
tions being between segmental areas-having a spa-
tial parameter different from that of the areas of
other such determinations, and for applying each
newly-determined quantity of one determination as
a previously-determined quantity-in a subsequent
determination, and further including means for
ordering said determinations according to the mag-
nitude of said spatial parameter, and

D. means for producing said lightness-information for
said image field in response to said multiple deter-
minations.

14. Lightness-imaging apparatus having means for

providing information identifying optical radiance asso-

ciated with arrayed sections of a selected image ﬁeld
said apparatus further comprising

A. means for selectively grouping segmental areas of

" said image field a selected number of times, differ-
ent ones of at least some of said groupings involv-
ing areas having at least one spatial parameter dif-
ferent from other groupings of areas,

B. means for providing, for each grouping ot segmen-
tal area, at least one measure of visually significant
transition in-said radiance information between
areas of that grouping, said measures being with
reference to a selected lightness condition, and

C. means for determining image lightness for each
arrayed section of the image field in response to a
‘plurality of said measures, at least some of which
are provided for groupings which differ from one
another in at least one spatlal parameter.

15. Imaging apparatus according to claim 14 in which
each segmental area has a geometrical center, and in
which said means for grouping provides different ones
of at least some of said groupings among areas having a
different spacing parameter between the geometrical
centers thereof.

16. Imaging apparatus according to claim 14 in which
each segmental area has a geometrical center, and in -

which said means for grouping provides different ones
of at least some of said groupings among areas having a



14,384,336

69

different spacing dimension between the geometrical
centers thereof. o

17. Imaging apparatus according to claim 14 in which
each segmental area has a geometrical center, and in
which said means for grouping provides different ones
of at least some of said groupings among areas having a
different spacing direction between the geometrical
centers thereof.

18. Imaging apparatus according to claim 14 in which
said means for grouping provides different ones of at
least some of said groupings among areas having differ-
ent separations between the edges thereof.

19. Imaging apparatus according to claim 14 in which
said means for grouping provides different ones of at
least some of said groupings among segmental areas
having a size different from the sizes of segmental areas
in other groupings.

20. Imaging apparatus according to claim 14 in which
said means for grouping provides at least a first of said
groupings with areas of uniform size and provides dif-
ferent ones of such groupings among areas having dif-
ferent separations in terms of at least one spatial parame-
ter selected from the parameters of distance and of
direction. v ‘

21. Imaging apparatus according to claim 14

A. further comprising means for assigning each seg-

mental area an initializing value of said measure.

B. in which said measure-providing means includes

means for providing each said measure in response
to the product of a ratio function of the radiance
information associated with grouped areas and the
measure already assigned to a first of said grouped
areas, and

C. further comprising means for replacing the mea-

sure assigned to a second of said grouped areas in
response to said product-responsive measure.

22. Imaging apparatus according to claim 14 further
including means for resetting said product-responsive
measure with reference to said selected lightness condi-
fron.

23. Imaging apparatus according to claim 21 in which
said measure-providing means includes means for im-
posing a threshold on said ratio function.

24. Imaging apparatus according to claim 21 further
comprising means for retaining the measure assigned to
said second of said grouped areas, in lieu of said replac-
ing, for each said second grouped area which is grouped
with an area located beyond said image field.

25. Imaging apparatus according to claim 14 in which
said measure-providing means includes means for reset-
ting at least selected ones of said measures with refer-
ence to said selected lightness condition.

26. Imaging apparatus according to claim 14 in which
said determining means determines image lighiness in
response to an arithmetic averaging function of plural
ones of said measures provided for groupings which
differ from one another in at least one spatial parameter.

27. Imaging apparatus according to claim 14 in which
said measure-providing means includes means for pro-
viding at least some said measures in sequence with one
another and for providing sequentially-successive mea-
sures in response, at least partially, to a preceding mea-
sure for an area of a grouping, thereby to determine said
image lightness in response to an accumulating succes-
sion of said measures. '

28. Imaging apparatus according to claim 27

A. in which said means for grouping provides group-

ings which differ by a magnitude parameter, and
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B. in which said measure-providing means includes
means for providing said sequential measures or-
dered between groupings of largest spatial parame-
ter and groupings of smallest parameter.

29. Imaging apparatus according to claim 14 in which

said measure-providing means includes

A. means for sequentially providing different ones of
said measures of visually-significant transition in
radiance information for the same segmental area, -

B. means for assigning each segmental area an initial-
izing prior value of said measure,

C. means for providing an intermediate value of each
said measure in response to the product of a ratio
function of the radiance information associated
with grouped areas and the measure already as-
signed to a first of said grouped areas,

D. means for providing each said measure in response
to a selectively weighted averaging of an interme-
diate value provided sequentially previously for
said first of said grouped areas and of the prior
measure for a second of said grouped areas, and

E. means for replacing the prior measure for said
second of said grouped areas in response to said
averaging, thereby to determine image lightness in
response to an accumulating succession of said
measures.

30. In lighiness-imaging apparatus having

(i) means for providing information identifying opti-
cal radiance associated with each arrayed section
of a selected image field,

(ii) means for selectively pairing segmental areas of
said image field a selected number of times, each
said pairing being of segmental areas of identical
configuration and size, .

(iii) means for providing, for each pairing of segmen-
tal areas, at least one comparative measure of said
radiance information at the paired areas, and

(iv) means for resetting each said measure with refer-
ence to a selected limit condition,

the improvement comprising means for determining

-image lightness for each arrayed section of the image

field in response to a plurality of said reset measures, at
least some of which are provided for pairings which
differ from one another in at least one spatial parameter.

31. In imaging apparatus according to claim 30, the
further improvement

A. comprising means for assigning each segmental
area an initializing value of said measure,

B. in which said measure-providing means includes
means for providing each said measure in response
to the product of a ratio function of the radiance
information associated with paired areas and the
measure already assigned to a first of said paired
areas, and )

C. further comprising means for assigning a replace-
ment value to the measure assigned to a second of
said paired areas in response to said product-
responsive measure.

32. In imaging apparatus according to claim 30, the
further improvement in which said means for pairing
segmental areas includes means for providing different
ones of said pairs of said areas with different spacing
parameters ordered in said sequence from pairings of
the largest parameter to pairings of the smallest parame-
ter.

33. In imaging apparatus according to claim 30, the
further improvement including

A. memory means arranged for storing said radiance-
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identifying information,

B. scroll means arranged with said memory means for
providing said selective pairings of segmental ar-
eas,

C. signal transformation means for providing said
resetting of measures and for providing selectively
transformed information in said memory means,
and

D. adder means arranged with said memory means,
said scroll means and said transformation means for
providing said comparative measures in response
to selectively scrolled and transformed information
in said memory means, and for providing an arith-

metic averaging of plural reset measures, at least.

some of which are provided for pairings which

differ from one another in at least one spatial pa-

rameter.

34. In imaging apparatus according to claim 30, the
further improvement

A. in which said means for pairing segmental areas

includes means for providing said number of pairs

sequentially, ‘

B. comprising means for assigning each segmental

area an initializing value of said measure, and

C. in which said measure-providing means includes

(1) means for providing an intermediate value of
each said measure in response to the product of a
ratio function of the radiance information associ-
ated with paired areas and the measure already
assigned to a first area of each pair,

(2) means for providing each said measure in re-
sponse to a selectively weighted averaging of the
last previously provided intermediate value for
said first area of each pair and the last previously
provided prior measure for a second area of each
pair, and

(3) means for proving a replacement for the prior

" measure for each second area in response to said
averaging, thereby to determine image lightness
in response to an accumulating succession of said
measures.

35. In imaging apparatus according to claim 34, the
further improvement in which said measure-providing
means includes means for providing a unity ratio in
response to radiance values within a selected measure of
one another.

36. In imaging apparatus according to claim 34 the
further improvement in which said measure-providing
means includes means for producing said measure, for
each second area which is paired with a first area lo-
cated beyond the image field, in response exclusively to
the measure already assigned to that second area.

37. In imaging apparatus according to claim 30, the
further improvement in which

A. each segmental area corresponds to a coordinate-

identified location of said image field, and

B. said means for pairing provides a pairing of each of

plural second areas with a different first area re-

moved therefrom by the same coordinate direction
and spacing.

38. In imaging apparatus according to claim 37, the
further improvement

A. in which said means for pairing segmental areas

includes means for providing said number of pairs

sequentially,

B. comprising means for assigning each segmental

area an initializing prior measure and for updating

each prior measure in response to the measure
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provided for each sequential pairing, and
C. comprising means for providing said measure, for
each second area paired with a first area located
beyond said image field in said coordinate direc-
tion, in response only to the prior measure assigned
to that second area.
39. Image processing apparatus comprising
A. first and second signal addder means,
B. first and second delay means, each arranged to
apply signals output therefrom to an input of the
same-numbered adder means,
C. first and second signal transformation means, each
arranged to apply signals output therefrom to a
further input of the same-numbered adder means,
said first transformation means having a polarity
inversion function and said second transformation
means having a reset function and being arranged
to receive signals output from said first adder
means,
D. first memory means arranged to apply signals read
therefrom to said first transformation means and to
said first delay means,
E. second memory means arranged to apply signals
read therefrom to a further input of said first adder
means and to said second delay means,
F. further signal transformation means having a com-
press function and arranged to receive signals from
said second added means and to apply signals to an
input of said second memory means, and
G. control means for controlling said adder means,
delay means, transformation means and memory
means for applying signals to said first adder means
from said first transformation means and from said
first delay means and from said second memory
means with selected relative timing, and to apply
signals to said second adder means from said sec-
ond transformation means and from said second
delay means with selected timing relative to one
another and relative to said application of signals to
said first adder means.
40. Lightness-imaging apparatus having means for
providing information identifying optical radiance asso-
ciated with arrayed sections of a selected image field,
said apparatus further comprising
A. means for pairing identically configured and sized
segmental areas of said viewing field differently a
number of times and for providing a multiple of
sets of said different pairings, each said set involv-
ing areas of a size different from other sets,
B. means for providing, for each pairing of segmental
areas, a comparative measure of said radiance in-
formation at the paired areas,
C. means for resetting each said measure with refer-
ence to a selected limit, and
D. means for determining image lightness for each
arrayed section of the image field in response to a
plurality of said reset measures.
41. Imaging apparatus according to claim 40
A. further comprising means for assigning each seg-
mental area an initializing value of said measure,
B. in which said measure-providing means includes
(1) means for providing each said measure in re-
sponse to the product of a ratio function of the
radiance information associated with the two
paired areas and the measure already assigned to
a first of said paired areas, and

(2) means for replacing the measure assigned to
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~each second area of a pair in response to said
" product, and
C. in which said means for determining mcludes
(1) means for providing said replaced measures for
each set of pairings sequentially for different sets
thereof, and
(2) means for producing an initializing value of said
measure for all but the sequentially first set of
pairings in response to the replaced measure
produced with the last pairing of the sequentially
.preceding set thereof.
42. Imaging apparatus according to claim 40
A. in which said measure-providing means includes
‘means for providing multiple measures of image-
field lightness for said pairings in each set thereof,
and
B. in which said means for determining includes
means for arithmetically combining said measures
from each set of pairings.

43. Lightness-imaging apparatus having means for
providing information identifying optical radiance asso-
ciated with each arrayed section of a selected image
field, said apparatus further comprising

A. means for selectively pairing segmental areas of

said 1mage field a selected number of times, each
said pairing being of segmental areas of identical
configuration and size,

B. means for providing, for each pairing of segmental

areas, at least one measure of transition in said

" radiance information between the paired areas, said

measure conforming to the equation:
log,lb(xy)“—- log op(0,0)+ log r(x.y)— log n(0,0) .

where :

log ip(x,y) is the log of the measure for a first seg-
" mental area at location (x,y) in the image field

relative to a reference locatxon for a second area
paired therewith,

log op(o,0) is the log of the measure prevxously

assigned to or determined for said second seg-

- mental area at said reference location (0,0) in the

image field and paired with said first area, and
log r(x,y) and log r(0,0) are the logs of the radiance
information for said first and second paired ar-
eas, respectively,
. C. means for resetting each said measure with refer-

ence to a selected limit, and
D. means for determining image hghmess for each

arrayed section of the image field in response to an

arithmetic averaging: of a plurality of said reset.
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measures, at Jeast some of which are provided for -

" pairings which differ from one. another in at least
-one spatial parameter.
44. Lightness-imaging apparatus having’ means for

providing information identifying optical radiance asso- -

ciated with each arrayed section of a selected image
field, said apparatus further comprising

‘A. means for selectively pairing segmental areas of
said image field a selected number of times, each
said pairing being of segmental areas of identical
configuration and size,

B. means for providing, for each pairing of segmental
areas, at least one measure of transition in said
radiance information between the paired areas, said
measure conforming to the equation:

‘ log np(x,y)= 1/2([log np(x.,v)]+(log oplo.o)+log r
(x.y)-log re.0)
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where
log np(x,y) is the log of the measure for a first
segmental area at location (x,y) in the image field
relative to a reference location for a second area
paired therewith,
log op(x,y) is the log of the measure previously
assigned to or determined for said first area,
log op(o,0) is the log of the measure previously
assigned. to or determined for said second seg-
mental area at said reference location (0,0) in the
image field and paired with said first area, and
log r(x,y) and log r(0,0) are the logs of the radiance
information for said first and second paired ar-
eas, respectively,
and where each said term [log op(o,0)+ log
r(x,y)—log r{o,0)] is reset with reference to a
selected limit.

45. Imaging apparatus according to claim 44 further
comprising means for determining image lightness for
each arrayed section of the image field in response to an
arithmetic averaging of a plurality of said reset mea-
sures, at least some of which are provided for pairings
which differ from one another in at least one spattal
parameter.

46. A method for producing an image of a subject
comprising the steps of

A. detecting radiance ratios between different areas
of said subject and producing a first lightness-
determining quantity in response to each such ra-
tio,

B. effecting said ratio detection for each area of said
subject a multiple number of times with other areas
of said subject which are at different locations on
said subject relative to that area,

C. combining each first lightness-determining quan-
tity with a second lightness-determining quantity
associated with one aréa in that ratio and replacing
the second lightness-determining quantity associ-
ated with another area in that ratio in response
thereto, and

D. producing an image of the subject in which the
lightness of the respective image areas is deter-
mined by the last replacement values of said second
lightness-determining quantities.

47. An image-processing method for determining a
field of accumulating measures of image lightness in
response to information identifying optical radiance
associated with an image field, said method having the
improvement comprising the steps of

A, sequentially determining a comparative measure
of the radiance information for each segmental area
of said image field relative to said information for
each of plural other segmental areas, said method-
determining step including
(i) providing a new intermediate value of each such

measure in response to the product of a ratio
function of the radiance information associated
with each first-named segmental area and with
each second-named segmental area and of a like
measure previously determined for the second-
named segmental area,

~ (ii) determining a sequentially new value of each

said measure in response to a selectively
weighted averaging of said new intermediate
value and a like measure previously determined
for said first-named segmental area, and

B. updating the previously determined measure for
each firsi-named segmental area in response to said
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sequentially-determined new value, thereby to de-
termine each measure in the field in response to an
accumulating succession of said measures.

48. An image processing method according to claim
47 further characterized in that said measure-determin-
ing step includes determining different ones of each said
plurality of measures for first-named and second-named
areas that correspond to spatially different sections of
said image field, where said spatial difference includes
at least a difference in size of or in separation between
first-named and second-named areas for which that
measure is being determined.

49. An image processing method for determining a
field of accumulating measures of image lightness in
response to information identifying optical radiance
associated with an image field, said method having the
improvement comprising the steps of

A. sequentially determining a comparative measure

of the radiance information for each segmental area

of said image field relative to said information for

each of plural other segmental areas of that field,

said measure-determination including

(i) providing a new intermediate value of each such
comparative measure in response to the product
of a ratio function of the radiance information
associated with each first-named segmental area
and with each second-named segmental area and
of a like measure previously determined for. the
second-named segmental area, and further pro-
viding each such intermediate value with refer-
ence to a selected condition of said product, and

(ii) determining a sequentially new value of each
said comparative measure in response to a selec-
tively weighted averaging of said new intermedi-
ate value and a like measure previously deter-
mined for said first-named segmental area, and

B. replacing the previously-determined measure for

each first-named segmental area in response to said

sequentially new value, thereby to determine each

measure in the field thereof in response to an accu-
mulating succession of said comparative measures.

50. An image processing method according to claim
49 further characterized in that said measure-determin-
ing step includes determining said measure for each
first-named area relative to each of a set of second-
named other areas, where said set includes areas at

selected different image-field locations relative to said

first-named area.

51. An image processing method according to claim
49 further characterized in that said measure determin-
ing step includes effecting a determination of said mea-
sure for each of a selected plurality of areas prior to
effecting a further such determination for an area of that
plurality.

52. An image processing method for determining
information corresponding to image lightness in re-
sponse to radiance-identifying information for a se-
lected image field, said method having the improvement
comprising the steps of

A. representing said radiance-identifying information
for each of selected segmental areas of the viewing
field,

B. determining a selected companson measure be-
tween said identifying information for each seg-
mental area and said information for another seg-
mental area, and determining therefrom and froma
previously-determined lightness-identifying quan-
tity for each latter segmental area a newly-deter-
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mined lightness-identifying quantxty for each for-
mer segmental area,

C. effecting a selected multiple of sald computatlons
sequentially between segmental areas that corre-
spond to differently-spaced locations in'said field of
view, and

D. producing said hghtness-mformat:on for said
image field in response to said multiple determina-
tions.

53. An image processing method according to claim
52 having the further improvement in which said step of
effecting said determinations sequentially includes ap-
plying each newly-determined quantity of one determi-
nation as a previously-determined quantity in a subse-

-quent determination.

54. An image processing method according to claim
52 having the further improvement in which said step of
effecting said determinations with differently-spaced
locations includes ordering said determinations accord-
ing to the magnitude of the spacing between locations.

55. An image processing method according to claim
52 having the further improvement in which said step of
determining includes operating on a set of said identify-
ing information that is responsive to said selected image
field to effect one said determination for each segmental
area of the image field prior to effecting a further deter-
mination for any such segmental area.

56. An image processing method according to claim
52 having the further improvement in which said step of
effecting multiple determinations is further adapted for
producing for each segmental area a lightness-identify-
ing quantity that is responsive to radiance-identifying
information for substantially every other segmental area
of the i image field.

§7. An image processing method for: determmmg
information corresponding to image lightness in re-
sponse to radiance-identifying information for a se-
lected i image field, said method having the im provement
comprising the steps of

A. representing said radiance-identifying information
for each of selected segmental areas of the viewing
field,

B. determining a selected comparison measure be-
tween said identifying information for each seg-
mental area and said information for another seg-
mental area, and determining therefrom and from a

- previously-determined lightness-identifying quan-
tity for each former segmental area a newly-deter-
mined lightness-identifying quantity for each latter

‘segmental area, said measure-determination includ-
ing means for effecting a determination of said
measure for each of a selected plurality of areas
‘prior to effecting a further such determination for
an area of that plurality, ‘

C. effecting a selected multiple of said determinations
for said plurality of areas sequentially, different
ones of said sequential determinations being be-

. tween segmental areas having a spatial parameter

 different from that of the areas of other such deter-
minations, and applying each newly-determined
quantity of one determination as a previously-
determined quantity in a subsequent determination,
and further including ordering said determinations
according to the magnitude of said spatial parame-
ter, and

D. producing saxd lightness-information for said
image field in response to said multiple determina-
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tions.

58. A lightness-imaging method in which information
is provided identifying optical radiance associated with
arrayed sections of a selected image field, said method
further comprising the steps of

A. selectively grouping segmental areas of said image
field a selected number of times, different ones of at
least some of said groupings involving areas having
at least one spatial parameter different from other
groupings of areas,

B. providing, for each grouping of segmental areas, at
least one measure of visually significant transition
in said radiance information between areas of that
grouping, said measures being with reference to a
selected lightness condition, and

C. determining image lightness for each arrayed sec-
tion of the image field in response to a plurality of
said measures, at least some of which are provided
for groupings which differ from one another in at
least one spatial parameter selected from the pa-
rameters of distance, direction and size.

59. An imaging method according to claim 58 in
which said grouping step provides at least a first of said
groupings with areas of uniform size and provides dif-
ferent ones of such groupings among areas having dif-
ferent separations in terms of at least one spatial parame-
ter selected from the parameters of distance and of
direction.

60. A imaging method according to claim 58

A. further comprising the step of assigning each seg-
mental area an initializing value of said measure,

B. in which said measure-providing step includes
providing each said measure in response to the
product of a ratio function of the radiance informa-
tion associated with grouped areas and the measure
already assigned to a first of said grouped areas,
and

C. further comprising the step of assigning a replace-
ment value to the measure assigned to a second of
said grouped areas in response to said product-
responsive measure. .

61. An imaging method according to claim 60 further
including the step of resetting said product-responsive
measure with reference to said selected lightness condi-
tion. :

62. An imaging method according to claim 60 in
which said measure-providing step includes imposing a
threshold on said ratio function.

63. An imaging method according to claim 60 further
comprising the step of retaining the measure assigned to
said second of said grouped areas, in lieu of said assign-
ment of a replacement value, for each said second
grouped area which is paired with an area located be-
yond said image field.

64. An imaging method according to claim 58 in
which said determining step includes determining
image lightness in response to an arithmetic averaging
function of plural ones of said measures provided for
groupings which differ from one another in at least one
spatial parameter.

65. An imaging method according to claim 58 in
which said measure-providing step includes providing
at least some said measures in sequence with one an-
other and for providing sequentially-successive mea-
sures in response, at least partially, to a preceding mea-
sure for an area of a grouping, thereby to determine said
image lightness in response to an accumulating succes-
sion of said measures.
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66. An imaging method according to claim 65

A. in which said grouping step provides groupings
which differ by a magnitude parameter, and

B. in which said measure-providing step includes
providing said sequential measures ordered be-
tween groupings of largest spatial parameter and
groupings of smallest parameter.

67. In a lightness-imaging method in which informa-
tion is provided identifying optical radiance associated
with each arrayed section of a selected image field, and
including

(i) selectively pairing segmental areas of said image
field a selected number of times, each said pairing
being of segmental areas of identical configuration
and size,

(ii) providing, for each pairing of segmental areas, at
least one comparative measure of said radiance
information at the paired areas, and

(iii) resetting each said measure with reference to a
selected limit condition,

the improvement comprising the further step of deter-
mining image lightness for each arrayed section of the
image field in response to a plurality of said reset mea-
sures, at least some of which are provided for pairings
which differ from one another in at least one spatial
parameter.

68. In an imaging method according to claim 67, the
further improvement

A. comprising the step of assigning each segmental
area an initializing value of said measure,

B. in which said measure-providing step includes
providing each said measure in response to the
product of a ratio function of the radiance informa-
tion associated with paired areas and the measure
already assigned to a first of said paired areas, and

C. comprising the step of assigning a replacement
value to the measure assigned to a second of said
paired areas in response to said product-responsive
measure.

69. In an imaging method according to claim 67, the
further improvement in which said step of pairing seg-
mental areas includes providing different oes of said
pairs of said areas with different spacing parameters
ordered in said sequence from pairings of the largest
parameter to pairings of the smallest parameter.

70. In an imaging method according to claim 67, the

50 further improvement
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A. in which said step of pairing segmental areas in-
cludes providing said number of pairs sequentially,

B. comprising the step of assigning each segmental
area an initializing value of said measure, and

C. in which said measure-providing step includes

(1) providing an intermediate value of each said
measure in response to the product of a ratio
function of the radiance information associated
with paired areas and the measure already as-
signed to a first area of each pair,

(2) providing each said measure in response to a
selectively weighted averaging of the last previ-
ously provided intermediate value for said first
area of each pair and the last previously pro-
vided prior measure for a second area of each
pair, and

(3) providing a replacement value for the prior
measure for each second area in response to said
averaging, thereby to determine image lightness
in response to an accumulating succession of said
measures.

71. In an imaging method according to claim 70, the
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further improvement in which said measure-providing
step includes providing a unity ratio in response to
radiance values within a selected measure of one an-
other. -

72. In an imaging method according to claim 70, the
further improvement in which said measure-providing
step includes producing said measure, for each second
area which is paired with a first area located beyond the
image field, in response exclusively to the measure al-
ready assigned to that second area.

73. In an imaging method according to claim 67 in
which each segmental area corresponds to a coordinate-
identified location of said image field, the further im-
provement

A. in which said pairing step provides a pairing of
each of plural second areas with a different first
area removed therefrom by the same coordinate
direction and spacing,

B. in which said step of pairing segmental area in-
cludes providing said number of pairs sequentially,
and

C. comprising the steps of
(1) assigning each segmental area an initializing

prior measure,

(2) updating each prior measure in response to the
measure provided for each sequential pairing,
and

(3) providing said measure, for each second area
paired with a first area located beyond said
image field in said coordinate direction, in re-
sponse only to the prior measure assigned to that
second area.

74. A lightness-imaging method in which information
is provided identifying optical radiance associated with
arrayed sections of a selected image field, said method
comprising the step of

A. pairing identically configured and sized segmental -

areas of said viewing field differently a number of

times and for providing a multiple of sets of said

different pairings, each said set involving areas of a

size different from other sets,

B. providing, for each pairing of segmental areas, a
comparative measure of said radiance information
at the paired areas, :

C. resetting each said measure with reference to a
selected limit condition, and

D. determining image lightness for each arrayed sec-
tion of the image field in response to a plurality of
said reset measures.

75. An imaging method according to claim 74

A. further comprising the step of assigning each seg-
mental area an initializing value of said measure,

B. in which said measure-providing step includes
(1) providing each said measure in response to the

product of a ratio function of the radiance infor-
mation associated with the two paired areas and
the measure already assigned to a first of said
paired areas, and .

(2) replacing the measuring assigned to each sec-
ond area of a pair in response to said product,
and

C. in which said determining step includes
(1) providing said replaced measures for each set of

pairings sequentially for different sets thereof,
and

(2) producing an initializing value of said measure
for all but the sequentially first set of pairings in
response to the replaced measure produced with
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the last pairing of the sequentially preceding set
thereof. :

76. A lightness-imaging method in which information
is provided identifying optical radiance associated with
each arrayed section of a selected image field, said
method comprising the steps of

A. selectively pairing segmental areas of said image

“field a selected number of times, each said pairing
being of segmental areas of identical configuration
and size,

B. providing, for each pairing of segmental areas, at

least one measure of transition in said radiance
information between the paired areas, said measure

15 conforming to the equation:

log ip(xy)=log oplo.0)}-+log r{x.y)—log r(a.0)

where

log ip(x,y) is the log of the measure for a first seg-
mental area at location (x,y) in the image field
relative to a reference location for a second area
paired therewith,

log op(0,0) is the log of the measure previously
assigned to or determined for said second seg-
mental area at said reference location {0,0) in the
image field and paired with said first area, and

log r(x,y) and log r(0,0) are the logs of the radiance
information for said first and second paired ar-
eas, respectively,

C. resetting each said measure with reference to a

selected limit, and
D. determining image lightness for each arrayed sec-
tion of the image field in response to an arithmetic

~ averaging of a plurality of said reset measures, at
least some of which are provided for pairings
which differ from one another in at least one spatial
parameter.

77. A lightness-imaging method in which information
is provided identifying optical radiance associated with
40 each arrayed section of a selected image field, said

method comprising the steps of

© A selectively pairing segmental areas of said image
field a selected number of times, each said pairing
being of segmental areas of identical configuration
and size, }

B. providing, for each pairing of segmental areas, at
least one measure of tramsition in said radiance
information between the paired areas, said measure
conforming to the equation:
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rxy)~log ro0)}}

where
log np(x,y) is the log of the measure for a first
segmental area at location (x,y) in the image field
relative to a reference location for a second area
paired therewith,
log op(x,y) is the log of the measure previously
assigned to or determined for said first area,
log op(0,0) is the log of the measure previously
assigned to or determined for said second seg-
mental area at said reference location (0,0) in the
image field and paired with said first area, and
log r(x,y) and log r{0,0) are the logs of the radiance
information for said first and second paired ar-
eas, respectively,
and where each said term [log op (0,0)+log
r(x,y)—log r(0,0)] is reset with reference to a
selected limit.
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78. An imaging method according to claim 77 further
comprising the step of determining image lightness for
each arrayed section of the image field in response to an
arithmetic averaging of a plurality of said reset mea-
sures, at least some of which are provided for pairings
which differ from one another in at least one spatial
parameter.

79. Image processing apparatus comprising

A. means for receiving information responsive to the

radiance values defining an image field, and

B. means for deriving from said information a light-

ness field containing final lightness values for pre-

- determined segmental areas of said image field, said
final lightness value deriving means establishing
initial lightness values for all areas of said image
field and sequentially performing a selected num-
ber of process steps for said image field, in each
step of which process selected areas of said image
field are selectively paired with different areas of
said image field and in successive steps of which
process such pairings of areas differ from other
pairings in at least one spatial parameter according
to a predetermined sequence, and in each of which
steps such paired areas are compared to establish a
new lightness value for each said selected area as a
function of the ratio of its radiance value to that of
the different area with which it is paired and as a
function of lightness values established for such
paired areas in a preceding process step, and
wherein said final lightness value for each said
segmental area comprises an effective comparison
of information responsive to its radiance value to
information responsive to the radiance value from
substantially all other areas of said image field
without a direct comparison to each of said other
segmental areas.

80. Image processing apparatus according to claim 79
in which said lightness-value deriving means includes
means for establishing each new lightness value with
reference to at least one selected lightness condition.

81. Image processing apparatus according to claim 79
in which said lightness value deriving means includes
means for pairing areas of uniform hike size throughout
at least a selected portion of said process steps and for
selecting at least one spatial parameter for pairing, in
successive steps, areas spaced apart by a distance that
decreases progressively in the course of at least said
portion of said process steps.

82. Image processing apparatus according to claim 79
in which said lightness value deriving means includes
means for pairing areas of like size in each said process
step, and for selecting at least one spatial parameter to
decrease the sizes, in said image field, of said paired
areas in at least selected different steps progressively in
the course of said process steps.

83. Image processing apparatus according to claim 79
in which said lightness value deriving means includes
means for selecting said one spatial parameter to de-
crease in magnitude, at at least selected successive steps,
in the course of said process steps.

84. Image processing apparatus comprising

A. means for receiving information responsive to the
radiance values defining an image field, and

B. means for deriving from said information a light-
ness field containing final lightness values for pre-
determined segmental areas of said image field, said
final lightness value deriving means establishing
initial lightness values for all areas of said image
field and performing a selected number of process
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steps for said image field, in each step of which
process selected areas of said image field are selec-
tively paired with different areas of said image field
and in different steps of which process such pair-
ings of areas differ selectively from other pairings
in at least one spacial parameter, and in each of
which steps such paired areas are compared to
establish a new lightness value for each said se-
lected area as a function of the ratio of its radiance
value to that of the different area with which it is
paired and as a function of lightness values estab-
lished for such paired areas in a different process
step, and in which said one spatial parameter is
selected, for at least selected different ones of such
pairings, to establish new lightness values for areas
that are at least relatively small or relatively closely
spaced apart using lightness values established for
areas that are comparatively larger or compara-
tively further spaced apart, and wherein said final
lightness value for each said segmental area com-
prises an effective comparison of information re-
sponsive to its radiance value to information re-
sponsive to the radiance value from substantially
all other areas of said image field without a direct
comparison to each of said other segmental areas.

85. An image processing method comprising the steps

of

A. receiving information responsive to the radiance
values defining an image field, and

B deriving from said information a lightness field
containing final llghtness values for predetermined
segmental areas of said image field, said final light-
ness value deriving step establishing initial light-
ness values for all areas of said image field and
sequentially performing a selected number of pro-
cess steps for said image field, in each step of which
process selected areas of said image field are selec-
tively paired with different areas of said image field
and in successive steps of which ;yae’ss such pair-
ings of areas differ from other pdirings in at least
one spatial parameter according to a predeter-
mined sequence, and in each of which steps such
paired areas are compared to establish a new light-
ness value for each said selected area as a function
of the ratio of its radiance value to that of the dif-
ferent area with which it is paired and as a function
of lightness values established for such paired areas
in a preceding process step, and wherein said final
lightness value for each said segmental area com-
prises an effective comparison of information re-
sponsive to its radiance value to information re-
sponsive to the radiance value from substantially
all other areas of said image field without a direct
comparison to each of said other segmental areas.

86. An image processing method comprising the steps

of

A. receiving information responsive to the radiance
values defining an image field, and

B. deriving from said information a lightness field
containing final lightness values for predetermined
segmental areas of said image field, said final light-
ness value deriving step establishing initial light-
ness values for all areas of said image field and
performing a selected number of process steps for
said image field, in each step of which process
selected areas of said image field are selectively
paired with different areas of said image field and
in different steps of which process such pairings of
areas differ selectively from other pairings in at
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least one spacial parameter, and in each of which
steps such paired areas are compared to establish a
new lightness value for each said selected area as a
function of the ratio of its radiance value to that of
the different area with which it is paired and as a
function of lightness values established for such
paired areas in a different process step, and in
which said one spatial parameter is selected, for at
least selected different ones of such pairings, to
establish new lightness values for areas that are at

least relatively small or relatively closely spaced.
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apart using lightness values established for areas
that are comparatively’ larger or comparatively
further spaced apart, and wherein said final light-
ness value for each said segmental area comprises
an effective comparison of information responsive
to its radiance value to information responsive to
the radiance value from substantially all other areas
of said image field without a direct comparison to
each of said other segmental areas.
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